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Abstract- Finding of hidden and previously unknown 

information in large collection of data is the process of data 

mining. Mining association rules is a very important model in 

data mining. Using association rules different type of regularities 

and patterns can be identified. In most of the previous 

approaches a single minimum support threshold value is used for 

all the items or itemsets. But all the items in an itemset do not 

behave in the same way. Some appear very frequently and some 

very rarely. Therefore the support requirements should vary with 

different items. In this paper, a simple algorithm based on the 

Apriori approach is proposed to find the large-itemsets and 

association rules under arithmetic mean constraint and with 

multiple minimum supports to overcome the above mentioned 

problem. The proposed algorithm is easy and efficient and it 

saves time by focusing only on necessary associations. 

 

Index Terms- apriori approach, association rule, data mining, 

mean constraint,multiple minimum supports. 

 

I. INTRODUCTION 

ata mining is the process of analyzing data from different 

perspectives and summarizing it into useful information - 

information that can be used to increase revenue, cuts costs, or 

both. [1] 

       Data mining can be recognized in many different terms such 

as; knowledge mining using data, knowledge extraction from 

data, pattern analysis, data dredging and data archaeology. But 

most frequently it is known as Knowledge Discovery from Data 

(KDD). Simply data mining is the process of knowledge 

discovery by analyzing the large volumes of data from various 

perspectives and then summarizing it into useful information so 

that people can use them in decision making. It has become an 

essential component in various fields of human life since it can 

be used to identify hidden patterns in a large data set. Data 

mining can be used on different kinds of data such as data 

warehouses, relational, transactional and advanced database 

systems, data streams, flat files, and the World Wide Web. The 

information and knowledge gained from data mining can be used 

for applications ranging from market analysis, fraud detection, 

and customer retention, to production control and science 

exploration. [3] 

       Data mining has several tasks such as association rule 

mining, classification and prediction, and clustering. [2] 

Association rule mining is the most common one among them [5] 

[6] [7] [8] [9] [10] [11] [14] [15] [17].And it has been used in 

many application domains. One of such is the business field 

where discovering relationships among items or sets of items in a 

transaction database in a supermarket or a shopping mall. When 

a set of transactions is given, association mining can find rules 

that will predict the occurrence of an item based on the 

occurrences of other items in the transaction. Technically 

association mining is used to discover elements that co-occur 

frequently within a dataset consisting of multiple independent 

selections of elements and to discover rules. An example for one 

of the applications in association mining is finding answers to 

questions such as "if a customer purchases product X, how likely 

is he/she to purchase product Y?" and "What products will a 

customer buy if he buys products A and B?”  

       Usually a supermarket or a shopping mall collects vast 

amount of data on sales, customer buying history, goods etc. 

Association mining help retailers in the supermarket/ shopping 

mall to identify the relationships among the goods purchased by 

customers in order to improve better customer satisfaction and 

retention.  

       Consider I = {I1, I2 …Im}, a set of items. Consider D as the 

task-relevant data, a set of database transactions where each 

transaction T is a set of items such that T  I. Consider X as a set 

of items. A transaction T is said to contain X if and only if X  

T. An association rule is an implication of the form X → Y, 

where X I , Y  I , and X ∩ Y = φ. Two measures, support and 

confidence, are evaluated to determine whether a rule should be 

kept. Let n be the number of transactions in T. 

       Support – The support of a rule, X → Y, is the percentage of 

transactions in T that contains X  Y, and can be seen as an 

estimate of the probability, P(X  Y). Support determines how 

frequent the rule is applicable in the transaction set T. The 

support of rule X → Y is computed as follows:  

Support = count. (X  Y)/n 

       Confidence - The confidence of a rule, X → Y, is the 

percentage of transactions in T that contain X also contain Y. It 

is the probability of conditional probability, P(X│Y). The 

confidence of rule X → Y is computed as follows:  

Confidence = count. (X  Y)/count.X 

       The support and the confidence of a rule must be larger than 

or equal to a user-specified minimum support and a minimum 

confidence respectively. 

 

II. RESEARCH ELABORATIONS  

       Earlier work on association rules have showed minimum 

support (minsup) should be uniformly specified for all items in 

the database or for items within the same level. Therefore it 
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assumes that all items in the data set are of the same nature and 

have similar frequencies in the data.  

       But actually in real data different items may have different 

criteria to judge its importance. Since rare entities have useful 

knowledge patterns [13], it is not reasonable to have a single 

minimum support threshold value for all the items.  

       The support requirements should vary according to the item. 

For example, the minimum supports for cheaper items may be set 

higher than those for more expensive items. But if the minsup is 

set too high, rules that consider rare items will not be found. On 

the other hand if it is set very low, then those frequent items will 

be associated with one another in all possible ways and then 

there can happen a combinatorial explosion. That means it will 

provide too many rules. And many of them will be meaningless.  

       There are various algorithms that have been proposed to 

mine association rules.[14] [15] [17]AprioriAlgorithm uses 

single minimum support therefore it suffers from ‘rare item 

problem’. [18] 

       Therefore, to extract frequent item sets involving rare items, 

an improved approach known as Multiple Support Apriori 

(MSApriori) has been proposed in [16].Multiple supports have 

been used in those algorithms. In MSApriori frequent item sets 

involving rare items are obtained by assigning minimum item 

support (MIS) value to each item. Then item sets has to satisfy 

the lowest MIS value among the respective items. The rules 

generated are then pruned based on confidence value. 

       A mining approach was proposed [12], which allowed the 

minimum support value of an itemset to be any function of the 

minimum support values of items contained in the itemset. This 

method is flexible when assigning the minimum supports to 

itemsets but the time complexity of this is very high because of 

its generality. 

       A solution for this was proposed [4], based on the Apriori 

approach to generate the large itemsets under the maximum 

constraints. Though this was a simple and efficient algorithm 

than with the minimum constraint, this algorithm generates very 

few association rules compared to the minimum constraint. There 

can be some important association rules which will be neglected 

by this approach.  

       Thus a new simple approach is proposed in this paper, which 

will not generate almost all the important association rules not 

creating a combinatorial explosion. It will consider about 

frequent items as well as rare items. It is basically based on 

Apriori Algorithm and it generates large itemsets under the 

arithmetic mean constraint.  

 

III. THE PROPOSED MINING ALGORITHM UNDER THE 

ARITHMETIC MEAN CONSTRAINT 

       The multiple min-supports mining algorithm using mean 

constraints: 

       INPUT: A set of n transaction data T, a set of p items to be 

purchased, each item ti with a minimum support value mi, i = 1 to 

p, and a minimum confidence value (λ). 

       STEP 1: Calculate the count ck of each item tk, k=1 to p, as 

its occurrence number in the transactions; derive its support 

value stk as: 

stk = ck / n  (1) 

       STEP 2: Check whether the support stk of each item tk is 

larger than or equal to its predefined minimum support value mtk. 

If tk satisfies the above condition, put it in the set of large 1-

itemsets (L1). That is: 

L1 = {tk|stk≥mtk, 1  ≤  k  ≤  p} (2) 

 

       STEP 3: Set r = 1, where r is used to keep the current 

number of items in an itemset. 

 

       STEP 4: Generate the candidate set Cr+1 from Lr in a way 

similar to that in the Apriori algorithm [15] except that the 

supports of all the large r-itemsets comprising each candidate 

(r+1)-itemsetIk must be larger than or equal to the arithmetic 

mean (denoted as mIk) of the minimum supports of items in 

these large r-itemsets. 

 

       STEP 5: Calculate the count cIk of each candidate (r+1)-

itemsetIk in Cr+1, as its occurrence number in the transactions; 

derive its support value sIk as: 

sIk = cIk / n (3) 

 

       STEP 6: Check whether the support sIk of each candidate (r 

+1)-itemsetIk is larger than or equal to mIk (obtained in STEP 4). 

If Ik satisfies the above condition, put it in the set of large (r+1)-

itemsets (Lr+1). That is: 

Lr+1 = {Ik|sIk ≥mIk , 1 ≤  k ≤ |Cr+1|}  (4) 

 

       STEP 7: IF Lr+1is null, do the next step; otherwise, set r = 

r+1 and repeat STEPs 4 to 7. 

 

       STEP 8: Construct the association rules for each large q-

itemsetIkwith items {Ik1, Ik2,…,Ikq}, q ≥ 2, using the following 

sub steps: 

(a) Form all possible association rules as follows: 

Ik1 . . . Ʌ Ikj−1 Ʌ Ikj+1 Ʌ . . . Ʌ Ikq → Ikj, j=1 to q  (5) 

(b) Calculate the confidence values of all association rules using 

the formula: 

sIk / sIk1 ... Ʌ Ikj−1 Ʌ Ikj+1 Ʌ... Ʌ Ikq  (6) 

 

       STEP 9: Output the rules with confidence values larger than 

or equal to the predefined confidence value λ. 

 

       OUTPUT: A set of association rules in the criterion of the 

arithmetic mean values of minimum supports. 

 

IV. RESULTS OR FINDING  

       A simple example is given to demonstrate the proposed 

algorithm and to show how the proposed algorithm can be used 

to generate association rules from a set of transactions with 

different minimum support values defined on different items. 

 

Table 1 - Transaction Data 

 

TID Items 

1 ABDG 

2 BDE 

3 ABCEF 
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4 BDEG 

5 ABCEF 

6 BEG 

7 ACDE 

8 BE 

9 ABEF 

10 ACDE 

 

Table 2 - Pre-defined Minimum Support 

 

 

 

 

 

 

STEP 1 

Calculate the support value of each item. 

Item A B C D E F G 

Support 0.6 0.8 0.4 0.5 0.9 0.3 0.3 

 

STEP 2 

       Compare the support value of each item with the 

corresponding pre-defined minimum support values. Select the 

items which have higher support value than the corresponding 

minimum support values and put them in the large 1-itemsets.  

L1 = {A, B, C, E, F} 

STEP 3 

Set r=1. 

 

STEP 4 

       Generate the candidate set C2 from L1, and the supports of 

the two items in each itemset in C2 must be larger than or equal 

to the arithmetic mean of their predefined minimum support 

values. 

       Take the candidate 2-itemset {A, C} as an example. The 

supports of items A and C are 0.6 and 0.4 from STEP 1, and the 

arithmetic mean of their minimum support values is 0.35. Since 

both of the supports of these two items are larger than 0.35, the 

itemset {A, C} is put in the set of candidate 2-itemsets. All the 

candidate 2-itemsets generated in this way are found as: 

 

C2 = {{A, B}, {A, C}, {A, E}, {A, F}, {B, E},  

{C, F}} 

 

STEP 5 

       Find the support of each candidate itemset in C2 using the 

transaction table. 

 

2-itemset {A, 

B} 

{A, 

C} 

{A, 

E} 

{A, 

F} 

{B, 

E} 

{C, 

F} 

Support 0.4 0.4 0.5 0.3 0.7 0.2 

 

STEP 6 

       Compare the support value of each candidate 2-itemset with 

the arithmetic mean of the minimum support values of the items 

and put them in the set of large 2-itemsets L2. 

L2 = {{A, C}, {A, E}, {A, F}, {B, E}} 

 

STEP 7 

       Since L2 is not null, r is set at 2 and STEPs 4 to 7 are 

repeated. No candidate 3-itemset, C3, is generated and L3 is thus 

empty. The next step is then executed. 

 

STEP 8 

       All association rules are formed for each large q-itemsets, q 

≥ 2. 

1. A→C  5. A→F 

2. C→A  6. F→A 

3. A→E  7. B→E 

4. E→A  8. E→B 

 

STEP 9 

       Calculate the confidence values of the above association 

rules. 

1. A→C = 0.67  

2. C→A = 1 

3. A→E = 0.83 

4. E→A = 0.56 

5. A→F = 0.5 

6. F→A = 1 

7. B→E = 0.875 

8. E→B = 0.78 

 

STEP 10 

       Compare the calculated confidence value for each of the rule 

with the pre-defined threshold confidence value. Select the rule 

which have a larger calculated confidence value. 

1. C→A 

2. F→A 

3. B→E 

 

V. CONCLUSION 

       In this paper, an efficient algorithm is developed for mining 

association rules with Multiple Minimum Supports based on 

Apriori Algorithm. A new approach has been introduced to find 

the large-itemsets and association rules under arithmetic mean 

constraint. The experiments have been done with other means 

such as geometric mean and harmonic mean also. But arithmetic 

mean gives the best result comparing to other two means. 

Arithmetic mean gives results covering both frequent items and 

rare items. And it will not give any unnecessary rules and create 

a combinatorial explosion.  

       The newly proposed algorithm is tested with real-life data 

sets using data from an outlet of Cargills (Ceylon) Food 

Company (Pvt.) Ltd. 

(http://www.cargillsceylon.com/Default.aspx) The data set has 

38 items and 100 transactions. Each transaction has 2 – 5 items.  

Eg:-  

 

TID Item 

001 Cream Cracker, Cheese, Chocolate 

002 Bread, Peanuts, Milk, Jam 

003 Maggie, Cheese, Samahan, Cream Cracker 

004 Jam, Soda, Potato Chips 

 

Item A B C D E F G 

Min-Sup 0.4 0.7 0.3 0.7 0.6 0.2 0.4 
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       It gave association rules regarding both frequent items and 

rare items comparing with using both minimum constraint and 

maximum constraint. And it does not give any unnecessary 

association rules also.  

Eg:-  

1. Bread → Butter 

2. Maggie → Eggs 

3. Cream Cracker → Cheese 

 

       The proposed mining algorithm using the arithmetic mean 

constraint finds less large itemsets and association rules than that 

using the minimum constraint. But it will eliminate the 

disadvantage of missing some rules when using maximum 

constraint. The proposed algorithm will focus more on rare items 

than using maximum constraint. It can find the large itemsets 

level by level without backtracking. Therefore it is more time-

efficient than that with the minimum also.  
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