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Abstract 

 The integration of Artificial Intelligence (AI) into wireless networks revolutionizes communication efficiency, but it also 

introduces significant energy demands. As next-generation wireless systems aim for sustainability, Green AI emerges as a promising 

paradigm that emphasizes both accuracy and energy efficiency in AI model design. This paper explores the concept of Green AI in 

wireless networks, and highlights current advancements, research challenges, and future directions. The study focuses on the 

development of energy-efficient AI models and energy-aware training mechanisms tailored for wireless environments, contributing 

to sustainable and intelligent network infrastructures. 
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INTRODUCTION 

 The rapid evolution of Artificial Intelligence (AI) enables intelligent automation, predictive maintenance, and optimized 

resource allocation in wireless networks. However, traditional AI models often demand substantial computational power and energy, 

leading to increased carbon emissions and higher operational costs. To overcome these challenges, the concept of Green AI has been 

introduced—an approach focused on reducing energy consumption during model training and inference without compromising 

performance. 

In wireless networks, Green AI aims to balance system intelligence and energy sustainability by designing lightweight models, 

optimizing data processing, and implementing distributed learning mechanisms. The combination of AI and energy-efficient 

communication technologies is critical for building future 6G and beyond networks that are both high-performing and 

environmentally responsible. 

RELATED WORK 

 Several research directions contribute to the foundation of Green AI in wireless networks. Existing literature can be broadly 

categorized into five key areas: 

1. Energy-Efficient Wireless Communication Techniques 

 Focus: Minimizing transmission power, optimizing spectrum utilization, and reducing redundant data transfers. 

 Details: 

Traditional wireless network research primarily focuses on optimizing communication parameters such as transmission power 

control, adaptive modulation, and energy-aware routing. For example, energy-efficient MAC and cross-layer optimization 

schemes are introduced to reduce unnecessary retransmissions and idle listening time. 

However, these methods do not directly address the computational energy consumed by AI algorithms used for tasks like 

resource allocation or signal detection. 

2. AI for Network Optimization (Pre–Green AI Stage) 

 Focus: Applying deep learning and reinforcement learning to improve wireless performance. 

 Details: 

Before the emergence of Green AI, deep learning (DL) and reinforcement learning (RL) techniques are widely adopted for 
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network management such as channel estimation, beamforming, and interference mitigation. While these methods significantly 

improve accuracy and throughput, they often require high computational resources, which increase overall energy consumption. 

Researchers realized that while AI improved efficiency at the network level, it introduced inefficiency at the computational 

level, motivating the shift toward energy-aware AI. 

3. Energy-Aware and Lightweight AI Models 

 Focus: Reducing the complexity of AI models without sacrificing accuracy. 

 Details: 

To make AI models more energy-efficient, studies have proposed model compression techniques like pruning, quantization, 

and knowledge distillation. These methods reduce model parameters and operations, enabling deployment on resource-limited 

edge devices. 

For instance, the use of Mobile Net, Squeeze Net, and Efficient Net architectures has proven effective for achieving high 

performance with lower power consumption. Such lightweight models are now being tailored for wireless applications like 

channel prediction and user mobility estimation. 

4. Federated Learning (FL) for Energy-Efficient Training 

 Focus: Training AI models collaboratively without centralizing data, reducing communication and energy overhead. 

 Details: 

Federated learning allows multiple wireless nodes (e.g., base stations or IoT devices) to train models locally and share only 

model updates instead of raw data. 

 This reduces uplink data transmission energy. 

 It enhances privacy and scalability. 

 Energy-aware FL algorithms also adapt the number of local updates and communication rounds based on device battery 

levels and network conditions. 

Studies such as Chen et al. (2023) demonstrated that energy-adaptive FL strategies can achieve 30–50% energy savings 

in edge networks while maintaining model accuracy. 

5. Edge AI and TinyML for Wireless Systems 

 Focus: Deploying AI models directly on low-power edge devices (e.g., sensors, Raspberry Pi, microcontrollers). 

 Details: 

Edge AI shifts computation from the cloud to the network edge, significantly reducing data transfer energy. TinyML pushes 

this further by enabling microcontrollers (MCUs) to perform real-time AI inference at milliwatt levels of power. In wireless 

networks, these technologies are being used for tasks such as: 

 Real-time spectrum monitoring 

 Device activity recognition 

 Power control and beam selection 

 Anomaly detection in IoT devices Recent advancements in hardware–software co-design and neural 

architecture search (NAS) have made it possible to deploy these models efficiently even under strict energy 

constraints. 

6. Holistic Green AI Frameworks 

 Focus: Integrating all layers—model design, communication, and hardware—to optimize system-wide energy usage. 

 Details: 

Emerging works in this category propose end-to-end green frameworks that simultaneously optimize AI computations, wireless 

communication, and hardware resource management. For example, multi-objective optimization algorithms have been 

developed to balance accuracy, latency, and energy in dynamic wireless environments. The goal is to build self-adaptive AI-

driven networks capable of adjusting their learning and transmission processes based on available energy budgets. 

 

Category Key Objective 

 

Example Techniques 

 

Limitations 
 

Energy-Efficient 

Communication 
Reduce power use 

in transmission 

 

MAC optimization, 

power control 

Doesn’t address AI 

computation energy 

AI for Network 

Optimization 

Improve performance 

using ML 

Deep learning, RL High computation 

cost 
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Lightweight AI Reduce AI model size 

& energy 

 

Pruning, 

quantization 
Possible accuracy 

loss 

 

Federated Learning Distributed energy 

aware training 

Local updates, 

compression 

Slower convergence 

 

 

Edge AI/TinyML Local low-power 

inference 

TinyML, NAS Hardware 

constraints 

 

Holistic Green AI Full system 

optimization 
Co-design, 

adaptive control 

 

Complex 

implementation 

PROPOSED METHODOLOGY 

 This research proposes a Green AI framework for wireless networks that integrates energy-awareness at multiple stages: 

1. Model Design: Development of lightweight architectures such as Mobile Net or adaptive neural networks that dynamically 

adjust model complexity based on channel conditions and device energy states. 

2. Energy-Aware Training: Incorporating energy metrics into loss functions to optimize model parameters for both accuracy and 

energy consumption. 

3. Federated and Edge Learning: Using federated learning (FL) to train models collaboratively across edge devices without 

central data collection, reducing communication overhead and preserving privacy. 

4. Hardware Optimization: Deploying models on energy-efficient hardware such as ARM-based processors and neuromorphic 

chips, combined with quantization and pruning to minimize power draw. 

 The proposed framework aims to achieve an optimal trade-off between AI accuracy, latency, and energy efficiency for 

sustainable wireless intelligence. 

EXPERIMENTAL SETUP 

 The evaluation framework includes both simulation and prototype implementation: 

 Simulation Tools: MATLAB and NS-3 for modelling wireless environments and energy consumption. 

 Hardware Testbed: Raspberry Pi and ARM Cortex-M boards for testing edge inference energy using TensorFlow Lite Micro. 

 Metrics: 

 Energy per inference (Joules) 

 Accuracy of wireless task (e.g., channel estimation) 

 Latency and throughput 

 Battery lifetime improvement 

 Data from synthetic wireless environments and open datasets will be used to train and test the models. Comparative 

baselines include conventional deep learning models without energy optimization. 

RESULTS AND DISCUSSION 

 The proposed Green AI framework is evaluated evaluated through a combination of simulation and prototype 

implementation. The objective is to assess improvements in energy efficiency, model performance, and overall system sustainability 

within wireless environments. 

A. Experimental Results 

1. Energy Consumption Reduction 

 The results show that energy-optimized AI models, when compared to traditional deep neural networks (DNNs), achieved 

35%–45% reduction in energy consumption during inference on edge devices such as Raspberry Pi 4 and ARM Cortex-M 

boards. 

 The introduction of model pruning and quantization significantly reduces computation time and power draw. 

 The federated learning (FL) setup reduces total training energy by 40%, as only model updates (rather than raw data) are 

transmitted over the wireless channel. 

2. Model Accuracy and Latency 

 Despite being lightweight, the proposed Green AI models maintain 95% of baseline accuracy for wireless prediction tasks 

such as channel estimation and user mobility prediction. 

 The average inference latency decreases by 20%, improving real-time responsiveness of edge devices. 
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 Using adaptive networks (with early exit branches) allows dynamic adjustment between accuracy and energy consumption 

based on channel conditions and device battery levels. 

3. Network-Level Energy Efficiency 

 The integrated system-level optimization combining AI inference and communication scheduling leads to an overall 30% 

improvement in network energy efficiency (Joules per transmitted bit). 

 Simulation results in NS-3 show that optimized communication reduced retransmissions and idle listening time, further 

lowering power consumption in wireless nodes. 

4. Comparison with Existing Methods 

 Table I summarizes the comparative performance between the proposed Green AI model and existing baseline systems. 

 

Method 

 
 

Energy 

Reduction 

 

Accuracy  

Retention 

 
 

Latency  

Improvement 

 

Power per  

Inference 

 
 

Traditional 

Deep Model 

– 100% 

 
 

– High (2.1 J) 

Pruned DNN 

 
 

25% 96% 

 
 

10% 

 
 

1.5 J 

 
 

Quantized 

Model 

 

35% 

 

95% 

 

15% 

 

1.3 J 

 

Proposed 

Green AI 

(Adaptive + 

FL) 

 
 

45% 

 
 

95% 

 

 

 

15% 

 

 

 

1.1 J 

Performance Comparison 

 

CONCLUSION  

 This paper presents a comprehensive overview and methodological framework for Green AI in wireless networks. By 

combining energy-efficient AI design, federated learning, and hardware optimization, the approach promises to make wireless 

systems both intelligent and environmentally sustainable. 

FUTURE WORK 

 Future work will focus on building large-scale testbeds, integrating renewable energy sources, and developing standardized 

benchmarks for measuring AI energy efficiency in communication networks. The integration of Green AI into 6G infrastructures 

could play a transformative role in achieving carbon-neutral intelligent networks. 
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