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Abstract- Stock market prediction is an attractive research problem to be investigated. News contents are one of the most important factors that have influence on market. Considering the news impact in analyzing the stock market behavior, leads to more precise predictions and as a result more profitable trades. So far various prototypes have been developed which consider the impact of news in stock market prediction. In this paper, the main impact of such forecasting systems have been introduced.
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I. INTRODUCTION

Data mining can be described as “making better use of data”. Every human being is increasingly faced with unmanageable amounts of data; hence, data mining or knowledge discovery apparently affects all of us. It is therefore recognized as one of the key research areas. Ideally, we would like to develop techniques for “making better use of any kind of data for any purpose”. However, we argue that this goal is too demanding yet. It may sometimes be more promising to develop techniques applicable to specific data and with a specific goal in mind.

Individuals, researchers, investors, financial professionals, are continually looking for a superior system which will yield them high returns. One of the best known concepts in finance is that markets are efficient. An efficient market adjusts prices without delay to reflect all available public information thus making it not possible to make excessive profits. The efficient market hypothesis was associated with the idea of a "random walk". However, financial economists now believe that our securities markets are at least partially predictable.

As a part of this research to achieve this purpose, a software tool has been developed which has a simple graphical user interface. This can be used to perform the required analysis by an investor. Thirdly, accuracy of results of the model is compared against a traditional forecasting method, linear regression analysis and the probability of the model's forecast being correct is calculated.

Financial forecasting is still regarded as one of the most challenging applications of modern time series forecasting. Financial time series have very complex behavior, resulting from a huge number of factors which could be economic, political, or psychological. These are inherently noisy, non-stationary, and deterministically chaotic.

The number of proposed methods in financial time series prediction is tremendously large. These methods rely heavily in using structured and numerical databases. In the field of trading, most analysis tools of the stock market still focus on statistical analysis of past price developments. But one of the areas in stock market prediction comes from textual data, based on the assumption that the course of a stock price can be predicted much well by looking at appeared news articles. In stock market, the share prices can be influenced by many factors, ranging from news releases of companies and local politics to news of superpower economy.

Easy and quick availability to news information was not possible until the beginning of the last decade. In this age of information, news is now easily accessible, as content providers and content locators such as online news services have sprouted on the World Wide Web. Nowadays, there is a large amount of information available in the form of text in diverse environments, the analysis of which can provide many benefits in several areas. The continuous availability of more news articles in digital form, the latest developments in Natural Language Processing (NLP) and the availability of faster computers lead to the question how to extract more information out of news articles. It seems that there is a need for extending the focus to mining information from unstructured and semi-structured information sources. Hence, there is an urgent need for a new generation of computational theories and tools to assist humans in extracting useful information (knowledge) from the rapidly growing volumes of unstructured digital data. These theories and tools are the subject of the emerging field of knowledge discovery in text databases, known as text mining.

Knowledge Discovery in Databases (KDD), also known as data mining, focuses on the computerized exploration of large amounts of data and on the discovery of interesting patterns within them. Until recently computer scientists and information system specialists concentrated on the discovery of knowledge from structured, numerical databases and data warehouses. However, a lot of information nowadays is available in the form of text, including documents, news, manuals, email, and etc. The increasing number of textual data has led to knowledge discovery in unstructured (textual databases) data known as text mining or text data mining. Text mining is an emerging technology for analyzing large collections of unstructured documents for the purposes of extracting interesting and non-trivial patterns or knowledge. Text mining has a goal to look for patterns in natural language text and to extract corresponding information.

One of the applications of text mining is discovering and exploiting the relationship between the document text and an external source of information such as time stamped streams of data namely stock market quotes. Predicting the movements of stock prices based on the contents of news articles is one of many applications of text mining techniques. Information about company’s report or breaking news stories can dramatically affect the share price of a security. There have been many...
researchers conducted to investigate the influence of news articles on stock market and the reaction of stock market to press releases.

Researchers have shown that there is a strong relationship between the time when the news stories are released and the time when the stock prices fluctuate. This made researchers enter to a new area of research, predicting the stock trend movement based on the content of news stories. While there are many promising forecasting methods to predict stock market movements based on numeric time series data, the number of predicting methods concerning the application of text mining techniques using news articles is few. This is because text mining seems to be more complex than data mining as it involves dealing with text data that are inherently unstructured and fuzzy.

The main objective of this design is to answer the question of how to predict the reaction of stock market to news article, which are rich in valuable information and are more superior to numeric data. The influence of news articles on stock price movement, different data and text mining techniques are implemented to make the prediction model. With the application of these techniques the relationship between the news features and stock prices are found and a prediction system would be learned using text classifier. Feeding the system with upcoming news, it forecasts the stock price trend. Moreover in this design aims to show that how much valuable information exists in textual databases which with the help of text mining techniques can be extracted and used for various purposes. The following questions rise:

- How to classify the textual financial news?
- How data and text mining techniques help to generate this predictive model?

In order to investigate the impact of news on a stock trend movement, this has to make a prediction model.

II. PREDICTION SYSTEMS

Keyword tuples contains over four hundred individual sequences of words such as “bond strong”, “dollar falter”, “property weak”, “dowrebound”, “technology rebound strongly”, etc. These are sequences of words (either pairs, triples, quadruples or qu-nup~epsr~ov ided once by a domain expert and judged to be influential factors potentially moving stock markets.

Prediction is done as follows:

1. The occurrences of the keywords are then transformed into weights (a real number between zero and one). This way, for each day, each keyword gets a weight.
2. From the weights and the closing values of the training data, probabilistic rules are generated [14,15,11].
3. The generated rules are applied to today’s news. This predicts whether a particular index such as the Dow will go up (appreciates at least 0.5%), moves down (declines at least 0.5%) or remains steady (changes less than 0.5% from its previous closing value).
4. From the prediction whether the Dow goes up, down or remains steady and from the latest closing value also the expected actual closing value such as 8393 is predicted.

In categorizing the stock market prediction systems different dimensions can be considered:

Input data:
Some prediction methods are based on historical market prices and use technical analysis to predict the market. Some other methods are based on analyzing the news content; however combination of historical market data and news can also be used.

Prediction goal:
The possible market prediction goal can be the future stock price or the volatility of the prices or market trend. Market trend is the general direction of the stock’s prices which is upward or downward. Market volatility is defined in [7] as: “the amount of uncertainty or risk about the size of changes in a security’s value”. A higher volatility means the higher fluctuation of the corresponding stock prices.

Prediction horizon:
Prediction horizon is the time span in which the prediction would be valid. It can be short-term or long-term prediction. Short-term prediction starts from 5 minutes to 1 hour after the news release and long term starts from 24 hours and can last longer.

2.1 A News Based Prediction System Processes

News based stock market prediction can be considered as a text classification task. Generally the goal is to forecast some aspects of the stock market such as price or volatility based on the news content. Based on prediction goal described in previous section, a set of final classes are defined, such as “Up” (which means this news cause the prices to go up), “Down” (which means this piece of news is probable to causes decrease in prices) and etc. the prediction system is supposed to classify the incoming news into one of these classes.

News based market prediction can be divided into two main phases. “Training phase” and “Operational phase”. In operational phase, one of the predefined classes will be assigned to incoming news; however, to make the system ready for the operational phase a classifier should be trained in the training phase. Machine learning techniques are widely used to automate such processes. As a part of the training phase, a set of training data shall be prepared which in our case the train data are the pre-classified news and market information such as market prices. These labeled (pre-classified) news and possibly market numerical data will be processed to be fed into the classifier for training. The trained classifier would be ready to get a piece of news and assign a class to it in operational phase of the system.

Generally, such predictive systems consist of following components which are depicted in Figure 1:

- News labeling
- Classifier input generation
- Classification
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2.1.1 News Labeling

Based on the selected prediction goal, a set of classes are defined for the news and the attempt is to identify the class that each news article belongs to and label them accordingly.

There are two ways to assign labels, manually and automated. In the first, financial market experts will read the news and assign a class based on their opinion. In automated assigning, time stamped numerical market data is analyzed to determine the right class for a piece of news [11][12][13]. Usually a time interval around the news release will be selected and the prices are analyzed in that interval to determine the news impact. For example, Fung et al. [14] divided the time series data into independent segments and labeled the segments according to its average slope. Mittermayer and Knolmayer [15] labeled the news based on the percentage change of the price 15 minutes after the news release. If a news article caused at least 3% increase in the price, it is labeled as “BUY” and labeled “Short” if decreases 3% respectively.

Prediction goal, number of pre-defined classes and prediction horizon are the aspects that affect the method applied in news labeling.

Prediction goal: If the interest is to detect the impact of news on market volatility, the price changes should be analyzed and the corresponding labels such as “High impact”, “Low impact” and etc are assigned to news. On the other hand, if the classification is based on market trends (whether the market will go up or down), prices are analyzed accordingly to discover the news impact on the market direction.

Number of predefined classes: Number of final classes can affect determining the criteria for assigning a class to a piece of news. E.g., if the number of final classes are 2, then usually the prices in a time range after or before the news release will be compared with the price at the time of news release to decide about the news label [15][16]. On the other hand, if the number of final classes are more than two the percentage of price change in the defined range is used to determine the correct label [14].

Prediction horizon: Prediction horizon affects selecting time interval to process the market prices e.g., if the goal is to predict the news impact on tomorrow close price, then the horizon will be 24 hours [17], [12] which means during 24 hours of the news release, the prices or other market technical indicators are watched to analyze the impact of the news; On the other hand for short term prediction the time interval can be 5 to 20 minutes after the news release [15],[13].

2.1.2 Classifier Input Generation

The success of any classifier in generating accurate results is highly dependent to the way that the input data are presented. Specific features of the input data are selected to represent the whole document. In classifying the news two important factors should be considered; the news content and the numerical market data such as stock prices. Both of these factors shall be considered for classifier input generation. Regarding the comprising elements in the input vector in vector based classifiers, two main approaches are followed.

- News Content
- Combination of news and numerical market data

In the first approach the news content is used as input data source, while in the second approach market data such as stock price at the time of news release [13], closing price and change indicator values [18] are included in the classifier input.

Numerical data are the representatives of the real stock market situation around publication of news. By comprising more expressive data about the stock in the input vector, the classification accuracy can be improved. In fact the classifier is expected to find the answer of this question: the current situation of the market is x, and the current news has the content y, so what would be the possible impact of this piece of news on the selected stock?

Representing the news section consists of two main tasks: feature selection and feature weighting. First a set of features will be selected to represent a piece of news and next step is to assign weights to theses selected features. These weighted vectors would be the inputs to classifier.

2.1.2.1 Feature selection

Features are the representatives of a document in a classification problem. Based on the classification goal a set off features from document should be selected which best convey the document content in feature selections two main approaches has been followed.

Generating a term dictionary a set of terms are gathered and used as the fixed vector elements. Usually a group of financial experts select the representative terms, for each category there exists a set of special vocabulary that if exist in a document the probability of belonging the document to that category would be higher.

Bag of words:

In this method all the training news words are extracted. The stop words are removed. Sometimes stemming is done in which the stem of each word is replaced with the original word. Usually by applying \( tf-idf \) the terms with highest meaning contribution will be selected as representatives.
2.1.2.2 Feature Weighting

Feature weighting is the process of assigning values to the selected terms. The Boolean values are used for weighting. The words with higher degree of membership as input features and binary representation for weighting is applied. However by assigning non Boolean values, classification can be more accurate. Usually tf-idf is used to calculate the weights.

Term Frequency:
\[ t_f(i,j) = \frac{n_{i,j}}{\sum_k n_{k,j}} \]

where \( n_{i,j} \) is the number of occurrences of the considered term \( t(i) \) in document \( d(j) \), and the denominator is the sum of number of occurrences of all terms in document \( d(j) \), that is, the size of the document \( |d(j)| \)

Inverse Document Frequency:
\[ idf_i = \log \left( \frac{|D|}{|\{j : t_i \in d(j)\}|} \right) \]

IDF = \( \log \) (total-number-of-documents / number-of-documents-containing-t)
\( |D|\): Cardinality of \( D \), or the total number of documents in the corpus \( |\{j : t(i) \in d(j)\}|\) number of documents where the term \( t(i) \) appears (that is \( m(i,j) \) not equals to 0 ). If the term is not in the corpus, this will lead to a division-by-zero. It is therefore common to use 1+ \( |\{j : t(i) \in d(j)\}| \). Then \( (\text{tf-idf}_{i,j} = t_f(i,j) \cdot idf_i) \)

Example:
Consider a document containing 100 words wherein the word \textit{profit} appears 3 times. Following the previously defined formulas, the term frequency (TF) for \textit{profit} is then \( 3 / 100 = 0.03 \).

Now, assume we have 10 million documents and \textit{profit} appears in one thousand of these. Then, the Inverse Document Frequency is calculated as \( \log \) (10 000 000 / 1 000) = 4.

The TF-IDF score is the product of these quantities: 0.03 \times 4 = 0.12.

2.1.3 Classification

Classification is analyzed from two aspects:
- Number of classes
- Classification algorithm

In processing the news generally the goal is to classify the news into two classes either good news or bad news regarding the selected stock. Sometimes this classification is extended and another category indicating neutral news is added. If the degree of news influence is important to be identified more final categories will be defined.

In most of the methodologies the Support Vector Machine (SVM) selected as their classification algorithm. SVM is a binary classifier which tries to classify the input data by defining a hyper plane or a set of hyper planes in high-dimensional space. SVM tries to maximize the distance of the hyper plane with the nearest data points of each class.

Evaluation of Performance:

<table>
<thead>
<tr>
<th>Actual</th>
<th>Predicted</th>
</tr>
</thead>
<tbody>
<tr>
<td>Positive</td>
<td>a</td>
</tr>
<tr>
<td>Negative</td>
<td>c</td>
</tr>
</tbody>
</table>

Accuracy (AC) is the proportion of the total number of predictions that were correct.
\[ AC = \frac{a + d}{a + b + c + d} \]

Recall is the proportion of positive cases that were correctly identified.
\[ R = \frac{d}{c + d} \]
**Precision** is the proportion of the predicted positive cases that were correct.

III. EXPERIMENTAL RESULTS

*Result of Prediction Model:*
The decision made by the classifier can be represented in a structure known as a confusion matrix or contingency table. This is used for the evaluation of classifier performance.

<table>
<thead>
<tr>
<th>Predicted by Model</th>
<th>Actual</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rise(1)</td>
<td>TP = 2</td>
</tr>
<tr>
<td>Drop(0)</td>
<td>FP = 1</td>
</tr>
<tr>
<td></td>
<td>3</td>
</tr>
</tbody>
</table>

**Accuracy, Precision and Recall Evaluation**

According to the confusion matrix, among the 6 pieces of news, 3 of them are actually labeled as rise and 3 of them are actually labeled drop. From the 3 rise labeled news, the model predicts 2 of them correctly as rise and the remaining 1 are incorrectly labeled as drop. On the other hand, from the 3 drop labeled news, 2 of them are correctly labeled as drop and 1 of them are incorrectly labeled as rise. From these calculate the model total accuracy, true positive rate (recall for rise category), true negative rate (recall for drop category), precision for rise, and precision for drop category.

1. Accuracy = (2+2)/6 = 66.66%
2. True Positive Rate (Recall - Rise) = 2/3 = 66.66%
3. True Negative Rate (Recall - Drop) = 2/3 = 66.66%
4. Precision (Rise) = 2/3 = 66.66%
5. Precision (Drop) = 2/3 = 66.66%

**Confusion Matrix for News Random Labeling**

<table>
<thead>
<tr>
<th>Actual</th>
<th>Rise(1)</th>
<th>Drop(0)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rise(1)</td>
<td>TP = 23</td>
<td>FN = 36</td>
</tr>
<tr>
<td>Drop(0)</td>
<td>FP = 36</td>
<td>TN = 54</td>
</tr>
<tr>
<td></td>
<td>46</td>
<td>103</td>
</tr>
</tbody>
</table>

Like the previous case, among the 149 news selected for prediction, 59 of them are actually labeled as rise and 90 of them are actually labeled as drop. Among the 59 actually rise labeled news, 23 of them are correctly predicted as rise, and 36 of them are incorrectly predicted as drop which indicates that most of the actually rise labeled news are predicted incorrectly as drop resulting in the true positive rate of less than 50% (TPR = 38%) which is no good at all. Among the 90 actually drop labeled news, 54 of them are correctly predicted as drop, and 36 of them are incorrectly predicted as rise.

1. Accuracy = (23+54)/149 = 51%
2. True Positive Rate (Recall - Rise) = 23/59 = 38%
3. True Negative Rate (Recall - Drop) = 54/90 = 60%
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4. Precision (Rise) = 23/59 = 38%
5. Precision (Drop) = 54/90 = 60%

Comparing the results obtained from labeling with classification model and labeling randomly, one can realize that using the classification model improves the prediction to a great extent. The total accuracy for random news labeling is equal to 51% and compared to accuracy of prediction model, It can be concluded that prediction model predicts 1.62 times (83/51) better than the random prediction and the model improves the prediction 30% from 51% to 83%. The other measure (recall and precision) of random prediction is also much lower than the prediction model.

IV. CONCLUSION

Stock markets have been studied over and over again to extract useful patterns and predict their movements. Financial News Classification based solely on the technical and fundamental data analysis. Textual data such as news articles have richer information, hence exploiting textual information especially in addition to numeric time series data increases the quality of the input and improved predictions are expected from this kind of input rather than only numerical data.

The main objective of this thesis is to predict the Classify the Financial News based on the contents of relevant news articles which can be accomplished by building a prediction model which is able to classify the news as either rise or drop. Making this prediction model is a binary classification problem which uses two types of data: past intraday price and past news articles.

The prediction model applying all the types of news related to auto industry in general and the ones related to competitors and compare the results with the current prediction model.
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