“Reduction in Test Cases using Regression testing approach and cost effective test prioritization testing techniques” - APFD measure

Rimmi Saini¹, Satinder Saini², Deepa Gupta³, Ajay Rana⁴

¹Department of Computer Science and Engineering
Greater Noida Group of Institutions
Knowledge Park II,
Greater Noida 201306

²Department of Computer Science and Engineering
Lovely Campus, Lovely Professional University
Phagwara, Jalandhar, Punjab (India)-144402

³Department of Computer Science and Engineering
Amity Institute of Information Technology
Amity University Campus,
I 1 Block, 3rd Floor, Sector -125,
Noida 201303

⁴Department of Computer Science and Engineering
Amity School of Engineering and Technology
Amity University, Sec-125, Noida 201303

Abstract- Testing of software is an important means of assessing the software to determine its quality. Software testing has proven that testing, analysis, and debugging cost usually consume over 50% of the costs associated with the development of large software systems. Software testing and retesting occurs continuously during the software development lifecycle to detect errors as early as possible. The sizes of test suites grow as software evolves. Regression testing is an expensive testing process used to validate modified software and detect whether new faults have been introduced into previously tested code. To reduce the cost of regression testing, software testers may prioritize their test cases such that those which are more important, by some measure, are run earlier in the regression testing process. Test case prioritization techniques schedule test cases for regression testing in an order that increases their ability to meet some performance goal. One potential goal of such prioritization is to increase a test suite's rate of fault detection. An improved rate of fault detection during testing can provide faster feedback on the system under test and let software engineers begin correcting faults earlier than might otherwise be possible. Test case prioritization techniques schedule test cases for execution in an order that attempts to increase their effectiveness at meeting some performance goal. Sometimes it is difficult to choose appropriate prioritization technique for a given testing scenario. Thus we analyse the fault detection rates. This paper presents several strategies for selecting a smaller number of test suites by reordering the test cases. We have used a metric --- APFD for measuring rate of fault detection. Here we have reordered the test cases, applied APFD metric to various test suites and reported the results of experiments using those techniques. The rate of fault detection is measured for different reordered test cases, comparing the rates achieved by randomly ordered and optimally ordered test cases.

Index Terms- software testing, test case, test prioritization, tests case reordering, test suits, regression testing

I. INTRODUCTION

Testing of software is an important means of assessing the software to determine its quality. Software Testing is an important process that is performed to support quality assurance or we can say testing of software is an important means of assessing the software to determine its quality. Testing activities support quality assurance by gathering information about the nature of the software being studied. Software testing has been proven that testing, analysis, and debugging costs usually consume over 50% of the costs associated with the development of large software systems. These activities consist of designing test cases, executing the software with those test cases, and examining the results produced by those executions. Studies shows that testing consumes 40–50% of development efforts, and consumes more effort for systems that require higher levels of reliability. So it is a significant part of the software engineering.
Software testing is a very broad area, which involves many other technical and non-technical areas, such as specification, design and implementation, maintenance, process and management issues in software engineering.

The definition of testing varies according to the purpose, process, and level of testing described. While discussing about software testing, let give an overview of software development life cycle (or SDLC) and a general software testing process. In general, the SDLC process contains the following phases: requirement gathering, design & analysis, development, testing, and Maintenance [1]. These phases can be represented as follows:

One of the phases of SDLC is the testing phase [5] which contains the following processes:

- Test planning,
- Test development,
- Test execution
- Evaluation of result

These processes can be represented as follows:

Miller gives a good description of testing in [2]:

“The general aim of testing is to affirm the quality of software systems by systematically exercising the software in carefully controlled circumstances”.

Software Testing is the process of executing a program or system with the intent of finding errors [3]. Software testing is a comprehensive set of activities which is conducted with the intent of finding the errors in software. In the software development process, software testing is the one activity which aimed at evaluating a software item such as system, subsystem and features (e.g. functionality, performance and security) against a given set of system requirements. Also we can say that a software testing is the process of validating and verifying that a program functions properly.

The researchers in the field of software testing have proven that software testing is one of the most critically important phases of the software development life cycle, and it consumes significant resources in terms of effort, time and cost.

Arden [35] said that “The impact of software errors is enormous because virtually every business in the United States now depends on software for the development, production, distribution, and after sales support of products and services. Innovations in fields ranging from robotic manufacturing to nanotechnology and human genetics research have been enabled by low-cost computational and control capabilities supplied by computers and software.”

In a study conducted by NIST in 2002, reports that software bugs costs the economy the most. More than one-third of this cost could be avoided if better software testing was performed [35]. According to Boris [36], software testing takes around 40-70% of the time and cost of the software development process.

Numerous approaches have been proposed to reduce time and cost during software testing process. These approaches include test case prioritization techniques and test case reduction techniques. Various Test case prioritization techniques and Test case reduction techniques are explained in [37], [38], [39], [40], [41], [16], [17] and [19]. Many empirical studies for prioritizing test cases have also been conducted and explained in [10], [11], [12], [13], [14] and [15].

Gregg Rothermel [39] has proven that prioritizing and scheduling test cases are one of the most critical tasks during the software testing process. In an industrial collaborators report, Gregg Rothermel referred that if there are approximately 20,000 lines of code then running the entire test cases requires seven weeks. In such a situation, test engineers may want to prioritize and schedule test cases in order such that test cases with higher priority are executed first. In the research of Gregg Rothermel [37] [9], he stated that test case prioritization methods and process are very much required because of the following:

(a) The regression testing phase consumes a lot of time and cost to run
(b) There is not enough time or resources to run the entire test suite
(c) There is a need to decide which test cases to run first.

There are various goals to increase the effectiveness: one such goal involves rate of fault detection. Fault detection is a measure of how quickly faults are detected within the testing process. During testing an improved rate of fault detection can provide faster feedback on the system under test and help the software engineers to begin correcting faults as earlier as possible. One of the application of prioritization techniques is regression testing. It is defined as the retesting of software following some modifications. So here prioritization techniques can take advantage of information gathered about the previous execution of test cases to obtain test case orderings. In order to reduce the cost of regression testing, software testers may prioritize their test cases so that those test cases which are more important are run earlier in the regression testing process. One of the potential goals of such type prioritization is to increase a test suite's rate of fault detection.
Test case prioritization techniques prioritize and schedule test cases in an order that attempts to maximize some objective function. For example, software test engineers might wish to schedule test cases in an order that achieves code coverage at the fastest rate possible, exercises features in order of expected frequency of use, or exercises subsystems in an order that reflects their historical propensity to fail [4]. When the time required to execute all test cases in a test suite is short, test case prioritization may not be cost effective rather it will be most expedient simply to schedule test cases in any order [37], [9]. When the time required to run all test cases in the test suite is sufficiently long, the benefits offered by test case prioritization methods become more significant. As we know test case prioritization methods have great benefits for software test engineers but still outstanding major research issues that should be addressed [4]. The major areas of research issues are related to (a) existing test case prioritization methods ignore the practical weight factors in their ranking algorithm (b) existing techniques have an inefficient weight algorithm and (c) those techniques are lack of the automation during the prioritization process [30].

Section 2 discusses a literature review of existing test case prioritization techniques and prioritization processes. Section 3 proposes research challenges measuring the effectiveness. Section 3 also proposes test case prioritization techniques schedule test cases for execution in an order that attempts to increase their effectiveness to meet some performance goal. Section 4 provides the comparison related to APFD metric and calculating the rate of fault detection. Section 5 discusses conclusion and future work for test case prioritization area. The last section represents all source references used in this paper.

II. LITERATURE SURVEY

Software testing has been widely used as a way to help software engineers to develop high-quality systems. It is one of the important process that is performed to support quality assurance by gathering information about the nature of the software being studied M. J. Harrold [34]. These activities consist of designing test cases, executing the software with those test cases, and then examining the results produced by those executions. Boris [36] indicates that more than fifty percent of the cost of software development is devoted to testing with the percentage for testing critical software being even higher. As more as the software becomes pervasive, is used more often to perform critical tasks and the importance of its quality will remain high. When the engineers are unable to find efficient ways to perform effective testing, the percentage of development costs devoted to testing may increase significantly.

Test techniques include the process of executing a program or application with the intent of finding software bugs. It can also be stated as the process of validating and verifying that software meets the business and technical requirements that guided its design and development, so that it works as expected [30]. Software testing can be implemented at any time in the development process. Software engineers generally save test suites that they develop so that they can easily reuse those suites later as the software evolves. Reusing test cases in regression testing process is pervasive in the software industry [34] and can save as much as one-half of the cost of software maintenance [36].

Arup Abhinna Acharya et. al., in their paper proposes a method to prioritize the test cases for testing component dependency in a Component Based Software Development (CBSD) environment using Greedy Approach [6]. According to Arup Abhinna Acharya et. al., the cost and time required for regression testing can be minimized by using the prioritization technique discussed in their paper. Here they have proposed a model based prioritization method by considering the number of Object Interactions per unit time as the objective function. Here more importance is given to number of inter component object interactions present because maximum faults are expected to be present when components interact with each other [6]. James A Jones et al. [7] have presented an algorithm for test suite prioritization that incorporates the complexities of modified condition or decision coverage.

Boris [8], claimed software testing should take around 40-70% of the time and cost of the software development process. Many approaches have been proposed to reduce time and cost during software testing process, including test case Prioritization techniques and test case reduction techniques. According to Elbaum et.al., Test case prioritization techniques help engineers execute regression tests in an order that achieves testing objectives earlier in the testing process. In their paper they discussed that one testing objective involves rate of fault detection {a measure of how quickly a test order detects faults}. An improved rate of fault detection can provide earlier feedback on the system under test, enable earlier debugging, and increase the likelihood that, if testing is prematurely halted, those test cases that offer the greatest fault detection ability in the available testing time will have been executed [18].

Elbaum et. al. [22][23], Rothermel et. al. [20][21] chosen four heuristics for the target prioritization technique in their literature and investigation. Their literature and investigations in empirical studies that could or have been easily implemented by practitioners, allow them to examine two of the key dimensions of differences among techniques. These dimensions are the uses of feedback and information on modifications. For simplicity and to facilitate comparison, Elbaum et.al., Rothermel et al., restricted their attention to function-coverage-based techniques. Zheng Li et al. have tested experimentally that genetic algorithms perform well for test case prioritization [24].

In [32], Rothermel et al. pointed that the potential goal of prioritization is to increase a test suite’s rate of fault detection earlier in the software process. It has been tested experimentally in [33] that some of the biggest causes for project failures are lack of user input and changing or incomplete requirements. Software engineers save the test cases and re-run the test cases as regression test in later versions.

Kim and Porter [25] also presented a technique, which they refer to as a “history-based prioritization” that utilizes information from previous testing cycles to select the test cases that must be
executed for a new version of the program. But this technique is not sometimes considered as a “prioritization technique” in the sense done in the literature because it imposes no ordering on test cases. Ordering of tests is the essential characteristic for the definition of prioritization. This approach selects a subset of a test suite, using history information to determine which test cases should be selected, and is more accurately described as a “regression test selection technique” by Rothermel and Harrold in 1996 [26].

Gregg Rothermel [27] has proven that prioritizing and scheduling test cases are one of the most critical tasks during the software testing process. They referred the industrial collaborators reports, which show approx 20,000 lines of code, running the entire test cases and require seven weeks. In this situation, test engineers may want to prioritize and schedule those test cases in order that those test cases with higher priority are executed first. Additionally, he [28], [29] stated that test case prioritization methods and process are required, because: (a) the regression testing phase consumes a lot of time and cost to run, And (b) there is not enough time or resources to run the entire test suite (c) there is a need to decide which test cases to run first [30]. According to A. G. Malishevsky et al., Test case prioritization has been primarily applied to improve regression testing effects as mentioned in their paper [31].

As we have seen above, Rothermel [38], [39] gave an interesting example of industrial collaborators. In such cases, testers may want to order their test cases so that those test cases with the highest priority, according to some criterion, are run first. Test case prioritization techniques prioritize and schedule test cases in an order that attempts to maximize some objective function. For example, software test engineers wish to schedule test cases in an order that achieves the code coverage at the fastest possible rate, exercises features in order of expected frequency of use, or exercises subsystems in an order that reflects their historical propensity to fail [4]. One of the interesting feature in Test case prioritization is: When the time required to execute all test cases in a test suite is short, test case prioritization may not be cost effective - it may be most expedient simply to schedule test cases in any order [38], [9]. When the time required to run all test cases in the test suite is sufficiently long, the benefits offered by test case prioritization methods become more significant. Test case prioritization techniques provide a way to schedule and run test cases, which have the highest priority in order to provide earlier detected faults. This study presents numerous techniques developed, between 2002 and 2008, that can improve a test suite’s rate of fault detection. With existing test case prioritization techniques researched, there is “4C” classification of those existing techniques, based on their prioritization algorithm’s characteristics. This classification is given as follows:

2. Coverage-based techniques.
3. Cost Effective-based techniques.
4. Chronographic history-based techniques [30].

III. TEST CASE PRIORITIZATION PROBLEM

Rothermel et al. (2001) define the test case prioritization problem and describe several issues relevant to its solution. Now to understand testing techniques properly, we will study the test case prioritization techniques and its problem in detail. The test case prioritization problem is defined as follows:

In Test Case Prioritization Problem, we have been given:

\[ T \rightarrow \text{a test suite; } \]
\[ PT \rightarrow \text{the set of permutations of } T; \]
\[ f \rightarrow \text{a function from } PT \text{ to the real numbers.} \]

The Problem of Test Case Prioritization is:

Find \( T_0 \in PT \) such that \((8T00)(T00 2 PT)(T00 6 = T0)[f(T0), f(T00)].\)

Here, \( PT \) represents the set of all possible prioritizations (orderings) of \( T \), and \( f \) is a function that is applied to any such ordering and yields an award value for that ordering [18].

There are many of the possible goals for prioritization. Our main focus is on increasing the likelihood of revealing faults as earlier as possible in the testing process. By this goal one can informally improve the test suite’s rate of fault detection. And to quantify this goal, we will use a metric APFD (Average of the Percentage of Faults Detected), introduced by Rothermel et.al.

APFD helps to measures the weighted average of the percentage of faults detected over the life of the suite. The APFD values range from 0 to 100; the higher the number, the faster (better) is the fault detection rates.

Let \( T \) be a test suite containing \( n \) test cases, and let \( F \) be a set of \( m \) faults revealed by \( T \).

Let \( TFi \) be the first test case in ordering \( T0 \) of \( T \) which reveals fault \( i \).

The APFD for test suite \( T0 \) is given by the equation:

\[
\text{APFD} = 1 + \frac{\sum_{i=1}^{m} f(TFi)}{\left( \frac{1}{2n} \right)}
\]

We will consider a program with a test suite of five test cases. These test cases are from V to Z. The program contains ten faults detected by those test cases, as shown by the table in Table-1.

Table-1: Test suite and faults exposed

<table>
<thead>
<tr>
<th>Tests</th>
<th>Faults</th>
</tr>
</thead>
<tbody>
<tr>
<td>V</td>
<td>X</td>
</tr>
<tr>
<td>W</td>
<td>X</td>
</tr>
<tr>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Y</td>
<td>X</td>
</tr>
<tr>
<td>Z</td>
<td>X</td>
</tr>
</tbody>
</table>

IV. MEASURING EFFECTIVENESS

Test case prioritization techniques schedule test cases for execution in an order that attempts to increase their effectiveness to meet some performance goal. In measuring the effectiveness,
we measure how rapidly a prioritized test suite detects faults. In other words, for finding the rate of fault detection of the test suite, we require an appropriate objective function. Here we are using APFD (Average of the Percentage of Faults Detected) metric. APFD helps to measures the weighted average of the percentage of faults detected over the life of the suite. The APFD values range from 0 to 100; the higher the number, the faster (better) is the fault detection rates. As an example we have taken a program with test suite of 5 test cases. These test cases are named V to Z. The program contains 10 faults detected by those test cases. Table-1 shows test suite and faults exposed. The APFD values represent the area under the curve by plotting percentage of faults detected on the y-axis of a graph, and Test Suite Fraction on the x-axis of a graph. The area inside the inscribed rectangles represents the weighted percentage of faults detected over the corresponding fraction of the test suite. In other words, the area under the curve thus represents the weighted average of the percentage of faults detected over the life of the test suite, since our aim is to measure how quickly the percentage of faults detected over the life of the suite.


Suppose we place the test cases in order V-W-X-Y-Z to form prioritized test suite. The graph for order T1: V-W-X-Y-Z is shown as:

Figure 3A shows the percentage of detected faults versus the fraction of test suites according to order T1. After running test case V, 2 of the 10 faults are detected; thus 20% of the faults have been detected. After running test case W, 2 more faults are detected and thus 40% of the faults have been detected. The area under the curve represents the weighted average of the percentage of faults detected over the life of the test suite. This area is the prioritized test suite’s average percentage faults detected metric (APFD); the APFD is 50% in this example.

Suppose now we swap V with W and then place the test cases in order W-V-X-Y-Z to form prioritized test suite. The order T2: W-V-X-Y-Z received after swapping V and W alters the rate at which particular faults are detected, but not the overall rates of fault detection. Thus the orders V-W-X-Y-Z and W-V-X-Y-Z are equivalent in terms of rate of fault detection. This equivalence is reflected in equivalent APFDs (50%).

When the test case order is Order T3: X-Z-W-V-Y to form prioritized test suite. The graph for Order T3: X-Z-W-V-Y is shown as:

Figure 3C also shows the percentage of detected faults versus the fraction of test suites according to order T4: Z-Y-X-W-V. Under the APFD metric this order is assigned an APFD value of 64%. This test order T4 (Figure 3C) is slower in detecting test order than T1 and order T2, (and in fact, an optimal order) with an APFD of 84.0%.

Now we consider the test cases in order Z-Y-X-W-V to form prioritized test suite. The graph for order T4: Z-Y-X-W-V (Figure 3C) is shown as:

Figure 3C also shows the percentage of detected faults versus the fraction of test suites according to order T4: Z-Y-X-W-V. Under the APFD metric this order is assigned an APFD value of 64%. This test order T4 (Figure 3C) is slower in detecting test order than T3 and much faster detecting test order than T1 and order T2 with an APFD of 64.0%.

Consider the test cases in order Z-X-W-V-Y to form prioritized test suite. The graph for order T5: Z-X-W-V-Y (Figure 3D) is shown as:
Figure 3D also shows the percentage of detected faults versus the fraction of test suites according to order T5: Z-X-W-V-Y. Under the APFD metric this order is assigned an APFD value of 76%.

V. COMPARISON

Software maintenance is an important and costly activity of the software development lifecycle. To ensure proper maintenance the software undergoes regression testing. As we know, it is very inefficient to re-execute every test case in regression testing for small changes. Hence test case prioritization is a technique to schedule the test case in an order that maximizes some objective function. One such objective function involves rate of fault detection. The Rate of fault detection is defined as a measure of how quickly faults are detected within the testing process. Early fault detection can provide a faster feedback generating a scope for debuggers to carry out their task at an early stage. Test case prioritization techniques schedule test cases for execution in an order that attempts to increase their effectiveness to meet some performance goal. In our experiments while measuring the effectiveness, we measure how rapidly a prioritized test suite detects faults. Thus, for finding the rate of fault detection of the test suite, we require APFD (Average of the Percentage of Faults Detected) metric. APFD helps to measures the weighted average of the percentage of faults detected over the life of the suite. The APFD values range from 0 to 100; the higher the number, the faster (better) is the fault detection rates. As explained above we have taken a program with test suite of 5 test cases named V to Z and contain 10 faults detected by those test cases. Table-1 shows test suite and faults exposed. The percentage of fault detected is plotted on y-axis and test suite fraction on x-axis of graph. The APFD values represent the area under the curve. The area under the curve thus represents the weighted average of the percentage of faults detected over the life of the test suite, since our aim is to measure how quickly the percentage of faults detected over the life of the suite.

As a summary, the following graphs illustrate the APFD measure for different test case orders we considered above.

From the above graph we can make a table of comparison showing the test case orders and Average of the Percentage of Faults Detected. The comparison table is shown as:

<table>
<thead>
<tr>
<th>S.No.</th>
<th>Test Case Order</th>
<th>APFD Measure (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>T1: V-W-X-Y-Z</td>
<td>50%</td>
</tr>
<tr>
<td>2</td>
<td>T2: W-V-X-Y-Z</td>
<td>50%</td>
</tr>
</tbody>
</table>
From table-2 we can conclude that when we consider the test case order T3: X-Z-W-V-Y, the APFD is 84%. This means that area is the prioritized test suite’s average percentage faults detected metric (APFD) is 84%. Thus Test Prioritization Testing Techniques are found to be very effective in early fault detection as compared to non-prioritize approach.

The APFD metric presented above relies on two assumptions: (1) all faults have equal severity, and (2) all test cases have equal costs. These assumptions simply plots the percentage of faults detected against the fraction of the test suite run. In general when these assumptions hold, the metric operates well but in practice there are cases in which this APFD metric do not hold and can give the unsatisfactory results.

VI. CONCLUSION

We have presented techniques for prioritizing test cases that attempt to account for the effects of varying test case fault severity. Our focus in this work has been the APFD metric. If we select the similar types of test cases which give the same expected results then we can find the percentage of fault detection very easily. The higher APFD value the more number of faults are detected at early stages of software development. So now the main emphasis should be given on the techniques which can reduce the cost of testing. Since cost is the factor which affect the software development the most. If we can predict the set of test suites or test cases at the early stages of the software development, then cost of the software testing can be reduced. Time is also another factor. When the time required to execute all test cases in a test suite is short, test case prioritization may not be cost effective - it may be most expedient simply to schedule test cases in any order. When the time required to run all test cases in the test suite is sufficiently long, the benefits offered by test case prioritization methods become more significant. Suppose all ten faults are equally severe. Test cases V, W, Y, and Z each require one hour executing, but test case X requires ten hours. Consider test case order X-Z-W-V-Y. Under the APFD metric this order is assigned an APFD value of 84% (Figure 3B). The alternative to this test case is order Z-X-W-V-Y. This order is assigned an APFD value of 76% (Figure 3D). This metric does not differentiate test cases in terms of relative costs. Here all vertical bars in the graph have the same width. The APFD for this order is 76% – lower than the score for test case order X-Z-W-V-Y. In terms of faults-detected-per-hour, the second order (Z–X–W–V–Y) is preferable since it detects 3 faults in the first hour, and remains better in terms of faults-detected-per-hour than the first order up through the end of execution of the second test case. We have kept the cost uniform while varying fault severities. So a new model should be generated in which cost must also be considered along with the rate of fault detection. The cost and time required for regression testing can be minimized by using the prioritization technique.

VII. CONTINUING WORK

We have presented APFD, for assessing the rate of fault detection of prioritized test cases that incorporates varying test case and fault costs. The proposed method can further be extended to prioritize test cases to perform regression testing for real time systems and distributed systems. We have presented a few prioritization techniques intended to improve prioritization under this metric, but there may be other techniques better suited to maximizing the objective function represented by APFD. Further we will try to construct an infrastructure to support experiments in which factors such as test cost and fault severity can be controlled and varied, and test cost and fault severity data drawn directly.
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