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Abstract

In video-based tutoring systems, users can ask the questions and receive the answers from the system and aim at facilitating a learner in video-based learning. i.e., while watching a tutorial video, the users can enter a question (or some keywords) and retrieve potential helpful comments from the Q/A threads of Khan Academy tutorial videos using the textual overlap between the query and possible answers. It helps to find comments answer regarding tutoring systems. Moreover, this system itself is related to tutoring systems. It can be used to query Khan Academy comments according to some given keywords.
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1. Introduction

Nowadays people can learn several concepts from the web-based learning platform. Online learning is the prevalent way of learning but when a learner wants to know the video topics discussion follow comments by other learners. For instances, when a user/learner wants to know about the video comments on the topic which has been written by existing users or learners. He/she might knows other peoples discussion about the topics. This paper, the approach to developing tutorial components based on video targeted comments. It takes some sophisticated knowledge-based content technology to store structured and unstructured information.

The ultimate objective is text mining perception is to collect the useful information. Our goal is to retrieve question to answer pairs for videos as well as automatically. The availability of active discussions in this site provides plentiful opportunities for knowledge summarisation for searching a query and retrieve the relevant answers.

In this paper, we have presented an approach to web-based learning purposes to implement learning experience to build by some videos and text.

Web-based learning meant to used several videos, and it includes various features for education, practicing, progress and teaching tools (Sampson et al., 2014). TREC-8 was the first large-scale evaluation of domain-independent question answering systems (Voorhees and Tice, 2000).

In this work focuses on extracting comments on the selected online video learning. Content analysis techniques used to derive the structured and describe the conceptual relations (Daems et al., 2014). In this paper, to provide the user’s comments on e-learning video. Our approach could be retrieved a similar question and answer pairs.

In this work, use the freely available resource of the question and answer sets to define intelligent tutoring systems(Khan Academy) which perceive the user’s corresponding questions and answers. Data consists are set of question and answer threads so that we know data retrieve and extraction, text processing, and network analysis.

2. Related works and background

The EU Juxtalearn project (Daems et al., 2014) developed the science concepts to the create and share the videos to specify the targeted knowledge. These are the relevant concepts of the domain. Used the content analysis techniques to extract the learner’s idea to declare in textual artifacts. The result of the analysis perceived student concepts and other ontology techniques suggest as “problems of understanding” and “misconceptions” (Daems et al., 2014). These are evaluated to find the automated analysis of the textual artifacts.

The ongoing web-based learning systems provide the user comments that hold to understand the video concepts. This system is capable of interacting with the tutoring components and users. We search the query into a set of categories regarding the domain concepts (Daems et al., 2014). Ontology is the concepts of domain and relationship that exists among the domain ontology.
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2.1 Intelligent Tutoring System (ITS)

So far, a limited amount of research has been done on web-based learning compared to the intelligent tutoring systems. In our thesis, Intelligent tutoring system has been used for interact directly to combine the students and tutors. Any other analytical techniques for existing interfaces can also be applied. The intelligent tutoring systems have been used to prepare learners into before-mentioned different domains. We have used intelligent tutoring systems to expand the variety of instructional functions such as subjects domain, and students can handle the system response.

The domain model to solve the complicated problems where the student can practice and have new discussions. For tutoring model, distinctive ways of learning on a particular topic. Different domain reused by the learner.

Intelligent tutoring systems used artificial intelligence techniques to supports "Learning by doing ("H. Ulrich Hoppe") with computer-based systems, specifically help to learners problem understanding the mixed-initiative approach which can ask questions.

2.2 Text Mining

Text mining applies in the various learning process. It takes some complex knowledge-based content technology to store structured and unstructured information. The ultimate objective is text mining perception is to collect the useful information. To develop the text mining initiated by text documents (e.g. book in a library). But now text mining development moved to extract the textual information using natural language processing techniques is the comprehensive techniques are then used to extract relevant information. Text mining techniques, which can develop and enhance (Miner, Elder IV, and Hill, 2012) the artificial intelligence.

Text mining is used for knowledge corpus, extract the text information, classifying, clustering to meaningful understand (Gottipati, Lo, and Jiang, 2011). In the automatic extract, the text document of information (Krallinger and Valencia, 2005) to improve the database annotations with the knowledge base.

Text mining that can form text collections including retrieving and classified to combined user queries, extensive analysis to obtain specific topics, these are called text mining. Text mining tools used to develop the unknown training dataset from specified resources (Gupta and Lehál, 2009).

Text mining can represent by compliant ways of information management, analysis, and interpretation. Thus text mining can develop the fists of data mining to the ability to deal with textual materials. The purpose of text mining a field of various data mining (Navathe and Ramez, 2000) to find the model from the corpus. In text analysis, design the structured and semi-structured full-text documents.

2.3 N-Gram Language Model

This model could predict also assign to the likelihood of an entire sentence. N-gram model is the contiguous sequence of n words from given a set of sample text to estimate the probability (Jurafsky and Martin, 2009) and (Chen and Goodman, 1999).

Our approach to solving the predicting a word from the previous word in a sample of text. In particular, we consider n-gram models based on the set of words. We also discuss several analytical concepts for specifying words to categories based on the frequency in section 2.6 of their co-occurrence with other words (Brown et al., 1992).

The performance of a language model component is evaluated by the perplexity, which measures both the task complexity and the adequacy of the language model. Once the acoustic and language models are determined from a training corpus, the recognition process consists of maximizing the product which is performed through the search techniques.

The probability of each word does not depend on all the previous words in the sentence, but only on the N-1 previous ones.

Therefore, the N-gram probability assigned to a sequence of words W is:

\[ P(W) = \prod_{x=1}^{m} P(w_k | w_{1:k-1}) \]

Where \( W = w_1 \ldots w_m \), and \( w_{k-1} \) represents the string \( w_k \). We discuss the language model which can predict the probabilities of sentences and sequences of words using the following cases:

N-gram is a sequence of N words like "could you explain what is Programming Language?"

Bi-gram is a two-word sequence of words like "could you"

Tri-gram is a three-word sequence of words like "could you explain" or "you explain what." Estimate the predict of words or seeking words (Brown et al., 1992) based on the previous words according to a sample text using n-gram model. We’d expect to http://dx.doi.org/10.29322/IJSRP.8.12.2018.p8459
find the pair of words. Isolated words (Bahl, Jelinek, and Mercer, 1990) are being distinct purposes of syntactic analysis in the previous words wk−1.

We are using some NLP techniques like Tokenization, stemming, stopwords.

2.4 Term frequency - Inverse document frequency (TF-IDF)

Term frequency - Inverse document frequency (TF-IDF) is the weight of a term implies that how important is for a document in a collection or corpus. We have used TF-IDF to determine the term depends on relevance score of the whole or (in part) documents of each query term that appears in that document.

As TF-IDF has used several times for this thesis, the general idea of TF-IDF is described in this section. TF-IDF of a term t in a document d is calculated as follows:

\[
TF-IDF_{t,d} = \text{termFreq}_{t,d} \times \text{inDocFreq}_t
\]

Here termFreq\(_{t,d}\) is the term frequency of a term t for the document d and inDocFreq\(_t\) is the inverse document frequency of the term t.

Term frequency component implies a term appears in a number of times in the document. Inverse document frequency component signifies the overall weighted of a term in a given document.

How many times a term appears in a document is the \(tf\) value of a term in the document. The document d and term t of \(tf\) frequency is followed by:

\[
\text{termFreq}_{t,d} = \frac{\text{the term frequency appears in document } d}{\text{estimate the terms in the corpus}}
\]

Inverse document frequency(idf) defines how importance does the term appear in all documents. We have applied a python medium-scales named Scikit-learn (Pedregosa et al., 2011) to calculate TF-IDF where inDocFreq\(_t\) is calculated the following equation.

\[
\text{inDocFreq}_t = 1 + \log \left( \frac{\text{numDoc}}{1 + \text{docFreq}(d,t)} \right)
\]

Where numDoc is the number of documents in the corpus and docFreq(d,t) is the document frequency which contains the term belongs to the documents.

If a term t appears the length of document d, higher weight or shorter length of the field, we normalized the field length as follows...

\[
\text{normDoc}_{(nd)} = \frac{1}{\sqrt{\text{lenTerms}_t}}
\]

While normDoc(nd) efficient for searching a query in the index.

Term frequency, Inverse document frequency, and normalized documents both are stored index time within a document regards of fundamental semantic (Blei, Ng, and Jordan, 2003) concepts.

2.5 Vector Space Model

Vector Space Model (VSM), text document representation such as provide automated information to the user (Salton, Wong, and Yang, 1975), store accurate and facilitate for designing the search engines, each number in the vector is the weight of a term as calculated among term frequency/inverse document frequency. Vector-based methods for performing query retrieval produces the high-quality search results (Ramos, 2003). We have used VSM to extract the query against the multi-term documents. It seems that vector representation both query and documentation.

VSM is the most significant and plotted algorithm that processes the user-defined query become such common and uncommon terms. We assume that common terms are very low weighted while different terms are relatively high weighted.

3. Design Approach

This approach to developing tutorial component is based on video targeted comments. Here, we pay more attention to extract comments on the selected online video learning. In our research, we analyzed to use each of the approaches to comments collections. Figure 3.1 presents the overall prototype architecture of finding the answer to the question.

Our aim to explore the approach to extract the comments that apply to general users. We are dealing with comments similar to question and answer. We make use of recently archived dataset obtained from the learning website (Khan Academy) comments to extract the relevant question and answer. We have shown that web-based learning comments of data are useful at finding the information known by providing information that frequently occurs with the query terms in the context. Q/A systems that have been applied to data collections before, and it entirely relies on the question and answer of the tutoring videos.

Our design approaches focus on the analytical tools of the system architecture on heuristics. Some parts of our design work are more constrained by presentiment than others. Video-based learning platforms such as Khan Academy are of great value for informal learning on demand. Users can browse an extensive collection of videos and video-based learning courses in various domains to acquire specific knowledge in a self-directed manner. In addition to the videos and courses, Khan Academy supports knowledge exchange among the users. Each video has a question and answer thread where users can ask questions that are answered by the community.

From this, an extensive collection of questions and corresponding answers has emerged over time such that it is likely that for a given question in a specific area there exist several documents that have already been answered in the Q/A threads of Khan Academy videos. Since Q/A pairs are always linked to a single video, it is difficult to retrieve potential answers to questions across different videos.

Thus, the basic idea of this thesis is to use the vast corpus of question-answer pairs as a knowledge base to retrieve relevant answers given a user-defined question. To do this, a given free text question has to be matched to the existing questions in the database based on similarity measures. The solution should be integrated into a web platform users can use to find answers and related learning videos by providing a specific question.

This approach to developing a tutorial component is based on video targeted comments. Here, we pay more attention to extract comments on the selected online video learning. In our research, we analyzed to use each of the approaches to comments collections. Figure 3.1 presents the overall prototype architecture of finding the answer to the question.

4. Implementation

To implement extract and retrieve the documents from specific web-based learning data configured through elasticsearch REST APIs and also to evaluate the results of retrieving relevant documents we have used python as a programming language. Besides the built-in library of Python, we have used several third-party modules. They are: scikit-learn (“Scikit-learn: Machine learning in Python” 2018), numpy(NumPy 2018), scipy (SciPy.org 2018), spacy (spaCy - Industrial-strength Natural Language Processing in Python 2018) and stopwords a widely used Python library named NLTK (Bird and Loper, 2004) library. The source code of our implementation and manually annotated datasets are available online.

The process starts with searching library namely Elasticsearch customize the searching techniques. In web-based learning like Khan Academy, people trend to comments on video lecture. We extract the comments using web crawling. Elasticsearch has several analyzers but we used the "standard analyzer " in English with a broad variety of built-in analyzers which divides the text into terms. It removes the most punctuation, lowercases terms, supports to remove the stop words, and stemming.

Elasticsearch allows us to customize the analyzer process. We configured the built-in analyzers. We customized the stopwords removal list from the query with lowercased. Get tokens from a provided text. In our settings, the method provided uni-gram tokens. We also provide remove stopwords from the query. After that, we get a list of the query by removing one token for each time.

5. Evaluation and Results

For Evaluation, firstly, we took the 500 video comments from Khan Academy and pre-processed to only questions shown in figure 5.1. We made the 100 manual queries, described in section 5.2 by reading through the documents and two different raters annotated the relevant documents.

We have calculated the inter-rater reliability for making the data Ground truth data (GTD) that measures the Cohen’s Kappa value. We represent the descriptive statistics histogram to show the relevant items frequency. Finally, we calculated the Precision, Recall, and F1-score based on the ground truth data (GTD) and averaged all of the query results.

We compared our particular approaches using the Khan Academy archived comments. In this collection, there are several video topic comments data, and it was pre-processed into 500 question pairs, but human-generated question annotations are available.
for comparing to automated annotations. To develop the process, we are using archived video comments for the next evaluation to match concepts in the desired response.

The fundamental theory is to take all queries from a user and consider all questions in that session. Then calculate the precision, recall, and F1-score based on the inter-rater-reliability method and find the average score of all the queries.

5.1 Manual annotation

For manual annotation, we had assigned aspects to each query with relevant documents. We collected the human-generated query annotations with relevant documents. For the final evaluation, we have considered 100 annotated query set from two different raters.

In this thesis paper, the name of these five video comments are referred to as Computer Programming (Clarifying with Comments), Computer programming intro to HTML/CSS: Making Web Pages, Physics One-Dimensional Motion, Velocity/Speed, Reading Pictographs comments. In the manual annotation, we have made 100 manual queries, reading through the documents and two different raters annotated the relevant documents.

Figure 5.3 represents the statistics of a histogram of the number of queries against the number of relevant documents based on human judgment.

According to our observation of documents, we have seen, particular topics were discussed in several questions. We have split each manually annotated question, generated an ID and assigned topics to each question. A topic is a group of the question and answers pairs or phrases that indicate what the question is talking about.

For example, consider the following queries collected from the dataset of Khan Academy comments: "What does parabola mean?" This query represents the topic parabola. We created an order that will help an annotator to put the relevant documents in the dataset. Figure- 5.2 shows the manual relevant query annotation of five particular topics.

5.2 Measure Cohen’s Kappa

Cohen’s Kappa measurement is used to determine the measure of agreement between two raters which is the number of agreement scores/total scores. For calculating Cohen’s Kappa value, we considered the 100 relevant annotated query from two different raters and took the common annotation ID’s. At first, we merged the human annotated documents and then, common all ID’s and measured Cohen’s Kappa value.

In our thesis evaluation, we have considered the value range to be

0.5 - 1.00 = agreement equivalent to chance alone.
0.1 – 0.20 = slight agreement.
0.21 – 0.40 = fair agreement.
0.41 – 0.60 = moderate agreement.
0.61 – 0.80 = substantial agreement.
0.81 – 0.99 = near perfect agreement.
1.00 = perfect agreement.

We are representing the statistical histogram of Cohen’s kappa value against the number of manual queries in figure 5.4 and the number of relevant documents based on the human judgment. In our inter-rater reliability (IRR) measures, we considered >= 0.5 Cohen’s Kappa agreement of each query values. We calculated the Precision, Recall, and F1-score of each query if Cohen’s kappa agreement value is >= 0.5.

We took the common two raters annotated relevant queries and measured the Cohen’s Kappa value for ground truth (major agreement) data. A document is considered to be relevant when all raters judged it as relevant. Then calculated the precision, recall and, F1-score for agreed values.

We evaluated the different background set by firstly performing the agreement data and considered the manually annotated dataset. Secondly, we perform the precision, recall, and F1-score of each query based on the agreement data. In the third configuration, we performed the average performance of the systems by combining the single searching query. We also performed the stopwords removal and domain-specific words.

This section contains the result of evaluation and it manifests the effectiveness of our method. Standard stopwords list and after modification, we get the different accuracy of the system. For any decision to be made by the system performance, we’ll show the effect of some results.

For evaluation, we considered 100 manual queries, but we show a sample of 10 query results. We don’t show all of the query results in this write-up.

We have single search results versus combined search results. Standard stopwords list result versus domain specific list words result. We get the different effect of evaluation results.
Results of our agreement data measured by Cohen’s Kappa in table 5.1 shows the values we get from the manually annotated relevant query described in section 5.2 by two different raters. As a result of this, we represent only 10 sample queries result.

To handle the ground truth (GT) data for agreement, we manually reported the number of relevant data for a sample of 100 queries. For precision, recall, and f1-score values, we considered the Cohen’s Kappa values whose agreement values are more than 0.5. After the agreement, we got 84 major agreement queries which values are more than 0.5. Table 5.2 and 5.3 shows the effects of precision and recall values respectively.

We merely take the precision and recall of each query based on our agreement data. If we miss some relevant document, in that situation precision might be 100 percent, but recall might not be good.

The raters contributed a total of 100 queries. Each query was informational; it seems to evaluate the performance of the systems. The Cohen’s Kappa measures the percentage of foresight that equals to any one of the ground truth data. The f1-score measures the average overlap between the prediction and ground truth agreement. Then it is closer to the smaller number as compared to the more significant amount shown in table 5.4 for each query.

We evaluated the reliability of our query set by comparing it to the manually annotated documents based on the inter-rater reliability. We assessed the quality of our system performance based on the mean precision, recall and f1-score.

The average value for a single query shown in table 5.6 is calculated by taking the mean of the precision, recall, and f1-score. The mean precision value for a single query is calculated by taking the mean of the precision score after retrieving the manual document. Table 5.5 contains the overall average performance of the quality of combining query search results.

The final thesis work must be the focus on the value, the search value can be the proper evaluation. We evaluated the distinctive values of queries. We use the standard stopwords removal list to evaluate the results. Either it could improve the result or we have to make a certain decision about how can we improve the system performance. Our focus is on domain-specific concepts. For precision value, we get the sound result to use domain-specific words than the standard stopwords list like what, why, relate, where. But recall value isn’t better.

We compare the result of standards stopwords list and with domain-specific words shown in table 5.7 and 5.8. If we miss some relevant documents in that situation precision might be 100 percent, but recall might not be accurate. We didn’t consider the re-write methodology because we applied English analyzer on "question" index for pre-configuration for Elasticsearch. Analyzer provides the n-gram model.

The overall result of all the manual datasets is shown in table 5.9. From the overall consequence shown in table 5.9, it could be noted that the system accuracy from the single searching result performs worst while combined searching result performs the best.

6. Summary

In our research, we aimed to determine to find useful textual information and analyze the domain and signal concepts while learning one or more topics. In this thesis paper, we develop a tutorial component to extract the video targeted comments from the online discussion. To approach the extraction of the implicit question and answer comments. We use the Khan Academy online discussion comments to compute the similarities degree.

In this thesis paper, we have described extracting comments on online video questions and answers data and then generating the review of the label for each question and answer pair.

We have used the default elasticsearch string-distance algorithm measure entirely as the distance function. To make a sentence vector for a sentence from its words, we have estimated removing stop words from the sentence. In the evaluation section, we have found, perform the average value of the relevant data. We have considered a set of re-phrases as labels of combination words. We have been initialized by determining the set of essential uni-gram terms from the documents. To find important terms that we have considered the following methods.

In our first method, the text of the documents has been tokenized into unigram terms. Then stop-words from terms have been removed, and we have implemented stemming to every remaining term. After applying to stem to terms, similarly, we have been represented the syntactically related words. Then the TF-IDF weighting scheme has been weighted in each term. where TF has been calculated based on given the term appear in the document and IDF has been determined from the term appear in all documents in the collection. IDF value of a term has remained the same in common terms which contribute to the relevance of words, as they appear in most documents.

In the second approach, documents of the texts we also been tokenized into uni-gram terms. Similarly, to handle related terms using the stemming While calculating the IDF value of a term, we have taken similar words. We have calculated similar words, each word has the same IDF value. To calculate the TF value of the term, we have replaced all words in a term-document with the one that has appeared the higher the weight in the document.

In the third, we have used domain concepts to extract keywords from a document. Top-weighted terms have been considered as important terms. Besides uni-gram terms those were extracted using the several approaches, we have used noun phrases have been extracted from the document. If every word in a noun phrase appeared in top terms, the noun phrase has been estimated as a higher weight of the documents and the noun phrase including words have been removed from candidate label a set of question. Stop words have not been considered before splitting a noun phrase. In first and third methods, we applied to stem to each word of a noun phrase.

For the evaluation, we have used fraction relevant results evaluation for using archived comments. Precision-recall is the criteria for relevant evaluation where the relevant and irrelevant of each sentence from the document. To evaluate the result, how well the search is satisfied, we have matched set of the generated question with the set of all documents. The effect of each method measures the retrieval results. F1-score is the measure of a test’s accuracy in weighted of precision-recall. In every case, all of our evaluation methods have exceeded the average the retrieval of relevant answers.

According to the result of table 5.9, domain-specific words return the best result whereas stopwords return the less performance instead of measuring words which are the combination of the different patterns. Table 5.9 shows the overall system performance with several techniques.

6.1 Future work

One of the limitations of our approach in both documents and query is using pre-trained NLP using NLTK (Bird and Loper, 2004) model. We have used the pre-trained model. The model provides outstanding results due to its optimization. However, every word in our corpus is not happened to appear in the pre-trained NLTK model. With the method, many essential words might not be in considerations. In our approach there are synonyms words doesn’t work. To address this issue, in the future work, We can train and optimize the NLTK model with a large number of video comments. The several sources of data might also be filled to train the NLTK model to get a better outcome.

To our knowledge, there is a more standard or well-established method to evaluate information extraction. We have shown a way to evaluate our query with the pre-annotated relevant query. As our evaluation process is not a standard one, the technique could have some side effects. Manual evaluation of query could be a recovering.
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<table>
<thead>
<tr>
<th>Query</th>
<th>Cohen's Kappa Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Difference between speed and velocity</td>
<td>0.711</td>
</tr>
<tr>
<td>What is parabola mean</td>
<td>0.798</td>
</tr>
<tr>
<td>Where comes from a pictograph</td>
<td>0.589</td>
</tr>
<tr>
<td>Is Displacement different from Distance</td>
<td>0.821</td>
</tr>
<tr>
<td>Does mean the Atomic weight is an average weight of all the atoms in the world</td>
<td>0.625</td>
</tr>
<tr>
<td>What is the difference between velocity and displacement</td>
<td>0.799</td>
</tr>
<tr>
<td>How can carbon an isotope stable state</td>
<td>1.0</td>
</tr>
<tr>
<td>How to know electron in atoms</td>
<td>0.664</td>
</tr>
<tr>
<td>Why human feel to acceleration and deceleration</td>
<td>0.666</td>
</tr>
<tr>
<td>Does the work is a scalar in physics and consider the work as a scalar or a vector</td>
<td>1.0</td>
</tr>
</tbody>
</table>

**Table 5.1: Results of our agreement data measured by Cohen's Kappa**

<table>
<thead>
<tr>
<th>Query</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>Difference between speed and velocity</td>
<td>0.2</td>
</tr>
<tr>
<td>What is parabola mean</td>
<td>0.75</td>
</tr>
<tr>
<td>Where comes from a pictograph</td>
<td>0.4</td>
</tr>
<tr>
<td>Is Displacement different from Distance</td>
<td>0.858</td>
</tr>
<tr>
<td>Does mean the Atomic weight is an average weight of all the atoms in the world</td>
<td>0.5</td>
</tr>
<tr>
<td>What is the difference between velocity and displacement</td>
<td>0.5</td>
</tr>
<tr>
<td>How can carbon an isotope stable state</td>
<td>0.5</td>
</tr>
<tr>
<td>How to know electron in atoms</td>
<td>0.667</td>
</tr>
<tr>
<td>Why human feel to acceleration and deceleration</td>
<td>1.0</td>
</tr>
<tr>
<td>Does the work is a scalar in physics and consider the work as a scalar or a vector</td>
<td>0.5</td>
</tr>
</tbody>
</table>

**Table 5.3: The recall value of each query**

<table>
<thead>
<tr>
<th>Query</th>
<th>Precision</th>
</tr>
</thead>
<tbody>
<tr>
<td>Difference between speed and velocity</td>
<td>0.333</td>
</tr>
<tr>
<td>What is parabola mean</td>
<td>1.0</td>
</tr>
<tr>
<td>Where comes from a pictograph</td>
<td>0.2</td>
</tr>
<tr>
<td>Is Displacement different from Distance</td>
<td>0.75</td>
</tr>
<tr>
<td>Does mean the Atomic weight is an average weight of all the atoms in the world</td>
<td>0.3333</td>
</tr>
<tr>
<td>What is the difference between velocity and displacement</td>
<td>1.0</td>
</tr>
<tr>
<td>How can carbon an isotope stable state</td>
<td>1.0</td>
</tr>
<tr>
<td>How to know electron in atoms</td>
<td>0.5</td>
</tr>
<tr>
<td>Why human feel to acceleration and deceleration</td>
<td>1.0</td>
</tr>
<tr>
<td>Does the work is a scalar in physics and consider the work as a scalar or a vector</td>
<td>1.0</td>
</tr>
</tbody>
</table>

**Table 5.2: The precision value of each query**

<table>
<thead>
<tr>
<th>Query</th>
<th>F1-score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Difference between speed and velocity</td>
<td>0.25</td>
</tr>
<tr>
<td>What is parabola mean</td>
<td>0.667</td>
</tr>
<tr>
<td>Where comes from a pictograph</td>
<td>0.267</td>
</tr>
<tr>
<td>Is Displacement different from Distance</td>
<td>0.799</td>
</tr>
<tr>
<td>Does mean the Atomic weight is an average weight of all the atoms in the world</td>
<td>0.4</td>
</tr>
<tr>
<td>What is the difference between velocity and displacement</td>
<td>0.5</td>
</tr>
<tr>
<td>How can carbon an isotope stable state</td>
<td>0.667</td>
</tr>
<tr>
<td>How to know electron in atoms</td>
<td>0.571</td>
</tr>
<tr>
<td>Why human feel to acceleration and deceleration</td>
<td>1.0</td>
</tr>
<tr>
<td>Does the work is a scalar in physics and consider the work as a scalar or a vector</td>
<td>0.667</td>
</tr>
</tbody>
</table>

**Table 5.4: The f1-score of each query**
<table>
<thead>
<tr>
<th>Measure</th>
<th>Combine</th>
<th>Single</th>
<th>Stopwords removal</th>
<th>Domain-specific</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean precision</td>
<td>0.776</td>
<td>0.604</td>
<td>0.721</td>
<td>0.774</td>
</tr>
<tr>
<td>Mean recall</td>
<td>0.681</td>
<td>0.514</td>
<td>0.709</td>
<td>0.674</td>
</tr>
<tr>
<td>Mean F1-score</td>
<td>0.685</td>
<td>0.521</td>
<td>0.682</td>
<td>0.679</td>
</tr>
</tbody>
</table>

**TABLE 5.9:** Overall result of precision, recall, and F1-score using different methods
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