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Abstract- Aggregate annual production of made tea in India is empirically analyzed in this study using time series analysis techniques.
Important factors affecting tea production are identified and modeled using Vector Autoregressive (VAR) model taking two variables
at a time of which one is production, the variable of interest.
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. INTRODUCTION

World tea production reached 4527 million Kilograms in 2012 and China that holds the largest market share dominates the
market. India was the market leader at the international level with regard to production and consumption of tea till 2005. At
present, India is the second largest producer of tea in the world and produces around 1112 million kilograms of tea accounting for
24.56% of tea produced worldwide. The tea industry accounts for the employment of more than 2 million people in India. It occupies
an important role in the Indian economy not only due to its capacity to earn foreign exchange, but also because it impacts the
livelihoods of scores of people employed directly and indirectly by the industry.

Since 1990s, the Indian tea industry has been experiencing a decline in prices in the auction market due to falling demand which has
been primarily attributed to poor quality. Although the annual production has been increasing, the productivity and yield have not
shown any improvement. The problem has been further worsened by a poor export performance which has been attributed to high
production costs, poor quality and increasing global competition from emergence of new growers like Vietnam, Indonesia and Kenya.
All this have led to the revenue from the tea industry falling by leaps and bounds. The other issue that has been plaguing the Indian tea
industry is the existence of high percentage of ageing tea bushes. The economic age of tea bushes that is required for good yield of
crops is 5 to 40 years. A continuous stand of tea plants for more than 50 years exhausts the soil of its mineral supply, thereby reducing
plant growth and hence profitable yields.

Owing to the above mentioned factors and the nuances involved in the tea manufacture, it is a unanimously accepted view of
agricultural economists that tea warrants extensive research. Studies that enhance the clarity on different factors affecting tea
production are extremely desirable considering the problems tea industry has faced over the years.

Il. FEATURES OF THE INDIAN TEA INDUSTRY

The birth of Indian tea industry was marked by the discovery of indigenous teas plant in Assam in 1823 by Robert Bush. This received
momentum when the East India Company in 1833 lost the tea trading monopoly in China. In 1835, a scientific deputation was sent to
Assam to report on prospects of the tea industry and the team saw tea plants in many parts in the hills between Assam and Burma. In
1836, C.A. Bruce was made the Superintendent of Tea Forests. Among others, he formed the Bengal Tea Company at Calcutta with
the objective of purchasing the produce from the East India Company’s tea plantations in India. A similar Company was also
established in the same year in London with the same objectives. In 1839 the first consignment of tea from India (eight chests) was
shipped to London and it was auctioned at a price ranging from six to thirty four shillings per pound. In 1840, two thirds of
experimental teas were handed over to new company. In 1852, the first tea company in India paid its final dividends. The second
limited company in 1859 was formed in Assam called Jorhat Company. During 1862-67, tea cultivation started in Chittagong and
Chotta Nagpur. Ultimately tea cultivation was commissioned in many districts in India wherever there was some hope of a success.
Within a few months, India along with Sri Lanka dominated the world tea trade/market.

The essential features of the tea industry include (i) Farming and Manufacturing, (ii) Geographical Locations, (iii) Marketing,(iv)
Exports, (v) Internal Consumption, (vi) Import, (vii) Labour.
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I1l. OBJECTIVES OF THE STUDY

The study intends to analyze two important aspects of tea industry namely production and price. The broad objectives of the study
include:

o Identifying factors affecting tea production in India
e  Modeling of Annual tea production with the identified factors

IV. LITERATURE REVIEW

There are a number of studies on modeling of tea production in Pakistan and other parts of Southeast Asia most of which consider
climate related factors predominantly while some have even considered soil related factors for modeling. Chatterjee (2005) conducted
a study on the domestic production, domestic consumption and exports of Indian tea and examined their inter linkages. The study
examines possible reasons for stagnating export volumes of Indian tea industry by analyzing the inter linkages between production,
consumption and exports of tea and also developing export function. The production function takes only the acreage and price as
important variables in the model. The three models developed for supply, demand and export are analyzed together using the SUR
(Seemingly Unrelated Regression) technique and the correlation between the disturbances of the three equations are estimated using
generalized least squares method. The results of the study indicate that India did not experience a fall in tea exports in the USSR
period due to favorable terms of trade with the USSR, while in the post USSR period, competition increased and hence Indian tea
exports declined. It also highlights that tea in India is a necessity good as income elasticity is low.

Thomas & Ahmad (1970) conducted a study on the factors affecting tea production in Pakistan. The total domestic absorption of tea
in Pakistan is regressed with time as the independent variable and it has been found that there is a steady increase in absorption at the
expense of declining exports. Acreage has been on the rise but tea production does not show an increasing trend. The short run
fluctuations in tea production has been analyzed taking into account factors like rainfall, temperature, Lang’s factor
(rainfall/temperature) and number of rainy days in a year. The results indicate that the quantity of rainfall is not closely related to
production. On the other hand, rainfall has significant correlation with production in the not-so-cool months. The Lang’s factor is
found to be conceptually weak and the number of rainy days is found to have significant correlation with tea production both on a
month-to-month and annual basis.

Gupta & Dey (2010) conducted a study on the development of productivity measurement model for tea industry. This study has made
an attempt to address the issue of declining production and unsatisfactory productivity performance of the Indian tea industry. It
proposes a relatively simple productivity measurement model suited to tea industry. Productivity accounting model is used and
suitably given the form so as to fit to a tea industry. The performance of the model is assessed by applying it to tea industry in Assam
and it has been found that the model is comprehensive and satisfies all the six criteria of measurement theory such as validity,
comparability, completeness, timelines, inclusiveness and cost-effectiveness. The model also identifies areas of poor resource (labour,
material and energy) utilization responsible for total productivity decline in the tea industry.

Baten, Kamil & Haque (2009) conducted a study on modeling technical inefficiencies effects in a stochastic production function for
panel data. The inefficiency effects are assumed to be independently distributed as truncations of normal distributions with constant
variances but with means which are linear functions of observable variables. Panel data is used in this study to estimate the production
frontier and the technical inefficiency effects of tea production using a Stochastic Frontier Analysis (SFA) methodology. The study
observes that Stochastic Frontier Translog Production Function is more preferable compared to Stochastic Frontier Cobb-Douglas
Production Function. The findings suggest that 49% technical inefficiency exists in tea yield. The null hypotheses, that inefficiency
effects are not stochastic or do not depend on the labor-specific variables and time of observations, is rejected for these data. This
study also reveals that there is a negative relationship between size and yield.

Krishnadas (2010) conducted a study on production and export performance of major Indian spices. The objectives of the study are to
analyze the growth in area, productivity and production of major spices in India, to analyze the instability in production of major
Indian spices, to examine the growth in exports and direction of trade of major spices from India and to examine the factors
influencing changes in production and export of major spices. The following analytical techniques are employed viz. Compound
growth rate analysis for computing the growth rate on area, production, yield and exports; Instability analysis to compute the extent of
variability in area, production, productivity and export of major spices using coefficient of variation; Markov chain analysis to analyze
the trade directions of Indian spice exports and Multiple Linear Regression to identify the factors influencing the production of major
spices.

Akhlas, Ahmad, Siyar & Khanum (2003) conducted a study on qualitative assessment of fresh tea produced in Pakistan growing under
different agro ecological conditions and fertilizer treatments. The objective is to evaluate the effect of plucking season, altitude and
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agronomic practices upon quality of tea using trials initiated in 1998 at Shinkiari (1000 m) and Battal (1500 m) on mature tea bushes.
Analysis of variance technique is used which shows that increasing nitrogen treatments and different seasons have a significant
influence on Epigallocatechin (EGC), Epicatechin (EPC) and Caffeine level of tea leaves at both localities. The results show that tea
produced in Pakistan contains constituents in premium concentration highly desirable for Black tea processing.

Dutta (2011) conducted a study on impact of age and management factors on tea yield and modeling the influence of leaf area index
on yield variations. The study attempts to analyze the effects of age, pruning and fertilizer application on tea yield and to derive a
relation between yield and tea leaf area index (LAI). The study is motivated by the fact that tea yield has stagnated in Northeast India.
For the purpose at hand, statistical analysis is applied to the data set collected at the section level of a tea estate from 1999-2007. Tea
yield has been found to be correlated with age, NPK applications, pruning and also leaf area index. Age shows a significant negative
effect. Clear negative effects of N applications could be observed. A significant positive effect of pruning could also be observed.
Stepwise regression confirms that LAI could play an important role in predicting tea yield.

Hicks (2009) conducted a study on the current status and future development of global tea production and tea products to identify the
critical challenges faced by the tea industry globally. It examines the current situation and medium term prospects for production,
consumption and trade of tea and its impact on the world tea market. The following factors are taken to be affecting global tea
production: weather conditions, planted areas, population, age of tea bushes, labor, capital, price of inputs and yield risk. The factors
taken to be affecting global consumption are income of the country, quality of the products and substitutes and complements available,
etc.

From the review of this exhaustive literature on tea production, it can be seen that although tea production has been dealt with by
many researchers, there seems to be dearth of research work related to this in India. Considering the importance of tea industry in
India, in terms of income, foreign exchange earnings and being a significant employment provider, it seems essential to identify
factors that significantly impact tea production and model them with the objective of providing good forecast.

V. LITERATURE REVIEW

There are a number of studies on modeling of tea production in Pakistan and other parts of Southeast Asia most of which consider
climate related factors predominantly while some have even considered soil related factors for modeling. Chatterjee (2005) conducted
a study on the domestic production, domestic consumption and exports of Indian tea and examined their inter linkages. The study
examines possible reasons for stagnating export volumes of Indian tea industry by analyzing the inter linkages between production,
consumption and exports of tea and also developing export function. The production function takes only the acreage and price as
important variables in the model. The three models developed for supply, demand and export are analyzed together using the SUR
(Seemingly Unrelated Regression) technique and the correlation

VI. DATA AND METHODOLOGY

Yearly data for the period (1991-2011) was used for production and other factors that were identified from literature and assumed to
be affecting it. In some cases, for the purpose of getting a stable model, the data has been subjected to log transformation which has
been explained in the next section on results and analysis. The factors that were assumed to be apriori affecting production are Area
under cultivation of Tea, Domestic Consumption, Price, Rainfall, Temperature, Age of Tea Bushes, Labour, Area under plucking,
GDP at Market prices, Revenue through Cess and Number of Suppliers.

The methods used in time series analysis for modeling production and other variables are ARIMA (Auto Regressive Integrated
Moving Average) model for the univariate case and VAR (Vector Auto Regressive) model for the multivariate case. A complete
description of these methods is beyond the scope of this chapter but concise descriptions of facts pertaining to the model that have
direct connotation to our modeling work are presented here.

A VAR model describes the evolution of a set of k variables (called endogenous variables) over the same sample period (t=1... T) as
a linear function of only their past values. The variables are collected in ak x 1 vector y,, which has as the i ™ element, Vi the
time t observation of the i " variable. For example, if the i ™ variable is GDP, then Yit IS the value of GDP at time t.

A p-th order VAR, denoted VAR (p), is
ye = c+ Ayye + Aoy o+ - - + Aple—p + €4,

Where the I-periods back observation y,, is called the I-th lag of y, c is a k x 1 vector of constants (intercepts), A; is a time-
invariant k x k matrix and e; is a k x 1 vector of error terms satisfying

1. E(Ef) = I:]—e-very error term has mean zero;
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!
2. E( EEEE) =0_ the contemporaneous covariance matrix of error terms is Q (a k x k positive-semi definite matrix);

r
3. E(EEEE—F;) =0 For any non-zero k — there is no correlation across time; in particular, no serial correlation in
individual error terms.

The order of VAR model is identified based on various criteria such as AIC, SC, HQ and FPE. Finally after the model has been
estimated, it is used for understanding the dynamics of other variables on the variable of interest by looking at the coefficients and also
based on causality studies. Also the estimated model will be used for forecasting future values of all the variables. A ‘Structural VAR’
is a depiction of the underlying “structural”, economic relationships between the variables under consideration. Two features of the
structural form that make it the preferred candidate to represent the underlying relations include residuals being uncorrelated and
presence of contemporaneous impact between variables.

A. Univariate Modeling

First the univariate case is taken and modeling is done to study the dynamics of annual production of made tea in India. This throws
light on the presence or absence of trends, seasonality, cyclicity and irregular components if any in the series. The importance of
univariate modeling cannot be underpinned as it helps in understanding if the series is stationary or differencing is required and if the
production is expected to show an increasing or decreasing trend in future. Then in the subsequent stages of analysis, when other
variables are considered for modeling, it will clearly highlight the impact that these variables have on the production of made tea.

The variable under consideration for modeling is the production of made tea in India (in Kg) which is the sum of the quantities of
CTC, Orthodox, Darjeeling and Green teas produced in India. The unit of the variable is Million Kgs and the period for which data are
used is from 1991 to 2011.

The time series plot of production is first analyzed to see if there are any discontinuities or outliers in the data for the period under
consideration and to account for the same if any.
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Figure 2.1: Time Series Plot of Production Figure 2.2: ACF of production

From the plot in figure 2.1 we infer that the production of made tea seems to have an increasing trend on the whole with some sharp
peaks in the years 1998 and mid 1999. It was in the year 1999, that the Indian tea industry suffered a serious crisis triggered by a big
fall in the auction prices and export prices and eventually led to a lot of tea estates closing down. This can be naively related to the
upsurge in the production that we see from the plot. The increase in production was not balanced by an increase in domestic
consumption of tea in India. The export performance was also not attractive owing to increased competition from the new players in
the international market and deteriorating quality of Indian made tea. These factors would have led to a decline in prices and
eventually led to crisis.

As far as the modeling is concerned, there seems to be an increasing trend and hence it can be naively concluded that differencing may
be required which is again confirmed from the ACF (Auto Covariance Function) plot shown in figure 2.2 that shows a slow decline in
ACF. But owing to less number of data points, one cannot go by ACF plot. Hence unit root tests are carried out to confirm this. ADF
and PP tests had p values of 0.4349 and 0.05178 for the raw series which are high (if we want 95% significance) and hence this
confirms the presence of unit roots in the lag polynomial and need for differencing. Then the same tests were performed for the
differenced series. PP test had p value of less than 0.01 thereby confirming that once differencing may be sufficient.

Now, the time series plot, ACF and PACF of the differenced series as shown in figures 2.3, 2.4 and 2.5 are analyzed to see if more
differencing is required. The time series plot of the differenced series in figure 2.3 shows that some volatility is present in the data
which might be because of the presence of limited number of data points. The ACF and PACF plots in figures 2.4 and 2.5 also seem to
be fine with all the values at different lags within the confidence boundaries (dotted lines).
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Figure 2.3: Plot of differenced Figure 2.4: ACF of differenced Figure 2.5: PACF of differenced Production series
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Now the emphasis is on building a suitable model for production keeping in mind that a first order differencing is required. AIC
(Akaike Information Criterion) is the tool that is used to select the model with proper order. The model with least AIC is the one that
is preferred. The final selected model is as follows:

ARIMA (0, 1, 0) model is selected and the equation is as follows:

DXt =& where DXt = XI — Xt-l

AIC of the model is 209.331 and that happens to be the least of all other models tried.

Once modeling is done, it is customary to check if the residuals are white noise failing which modeling will still remain incomplete.
The differenced series plot in figure 2.3 looks stationary. Also as pointed out before, ACF and PACF plots also look alright. Box-
Pierce, Ljung Box and Kolmogorov Smirnov tests are carried out to check if the residuals of the model are white noise. The p values
of the three tests are 0.9948, 0.9788 and 0.8059 respectively which are high thereby implying that the residuals are indeed white noise.
The next and most important task is prediction of future values of production. But the model is a simple random walk and hence the
best estimate of production in 2012 is the value in 2011 itself.

With the univariate case in the backdrop, more variables are considered to study their impact on the production of made tea.

B. Bivariate Modeling

Variables considered for Modeling Production: Area under cultivation of Tea, Domestic Consumption, Price, Rainfall, Temperature,
Age of Tea Bushes, Labour, Area under plucking, GDP at Market prices, Revenue through Cess, Number of Suppliers and Bearing
area, Domestic Average Coffee Price and Relative auction price of tea.

All variables are integrated of different order and hence VAR is used for modeling as opposed to Cointegration.

In this study, since yearly data from 1991 to 2011 is used for modeling, all variables that were assumed to be affecting production
could not be taken in a single run (owing to less number of data points) and hence Structural VAR with production (variable of
interest) as the second variable is carried out and the results of models with production on the left hand side and other variables on the
right hand side are shown and delineated.

C. Production and Consumption

Production denotes the supply and Consumption, the demand in the context of made tea. The objective is to model both the variables
and see if there is any impact of consumption on production. In general from theory of economics, it is known that there is an inverse
relationship between price and demand and direct relationship between price and supply. Also if the demand is high, producers will
produce more as gains are high. But there is a complexity involved in interpreting the relationship as the methodology that is going to
be adopted here is VAR (Vector Auto Regressive) modeling. In this method, there could be as many lags as the order of the model and
consumption could affect production differently in different lags. Hence the complexity involved actually lies in interpreting how
consumption affects production at different lags. The results of the modeling are as follows:

Period of Study: 1991-2011

The variables are Log transformed to make the VAR model stable.

First the raw time series plots of production and consumption are analyzed to see if there are any discontinuities and outliers in the
data. The production and consumption plots are shown in figures 2.1 and 2.5 respectively.
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Figure 2.6: Time series plot of Consumption
From the plot, it can be inferred that both production and consumption show an increasing trend and that consumption has much lesser
volatility or deviations. The optimal order of the model is found to be one based on AIC, HQ, SBC and FPE. The final model with
only significant terms is shown below:
Prod; = 0.6129*Cons;.; + 2.7840 + ¢,
(0.0358)  (0.2325)

From the first order model, the following can be inferred:

When the consumption at time (t-1) increases by one unit, production at time (t) will increase by 0.6129 units. There seems to be a
direct relationship between production and consumption with the rate of increase or decrease in production lesser than that in
consumption. The fact that there is a direct relationship between production and consumption is understandable as producers will
produce more when they see an increase in demand. But unlike other commodities, tea production cannot be increased without
planting more tea crops or in other words, increasing the area under cultivation of tea. Moreover, it will take 5 years for the tea crops
to mature after which tea crops can be used for production of made tea. But the model says that when consumption at time (t-1)
increases, production at time (t) will increase. This is because many tea companies don’t operate at the maximum capacity and many
factories buy only tea leaves from tea growers to the extent of what is required. Hence it’s always possible to increase production up to
a certain level when an increase in demand is seen. But the issue here is as pointed out earlier, the rate of increase or decrease in
production is lesser than that in consumption.

Now the model is plotted to see how well it matches the actual data.

Daagram of 18 and rosichaals for Prod
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Figure 2.7: Diagram of fit and residuals for Production
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Figure 2.8: Diagram of fit and residuals for Consumption

The ACF and PACF plots of residuals corresponding to production and consumption in figures 2.7 and 2.8 look fine with ACF
declining fast in both plots and PACF lying within the confidence limits in both cases. This is a clear sign of the stationary residuals.
Next from the modeling perspective, it is customary to check if the residuals are white noise. The multivariate JB test was carried out
to check if the residuals were normal. P value was found to be 0.0479 thereby proving that residuals were non-normal. Portmanteau
test was used to check if the residuals were white noise. It checks if the PACF of the residuals is zero. The residuals were indeed
found to be white noise with a p value of 0.4084.

The next step is to check for the causality between the variables. This is by far the most important aspect in VAR. It is a much stronger
version of the relationship that is found in regression. There was no instantaneous causality between production and consumption but
consumption was found to be granger causing production which was also clear from the model. On the other hand, production was not
found to granger cause consumption which again was obvious from the model as production did not even affect consumption. Next we

look at the impulse response plots to see how a unit shock in consumption affects production based on structural VAR.
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Figure 2.9: Orthogonal IRF from Consumption to Production
The IRF plot in figure 2.9 shows that a unit shock in consumption at lags 2 and 3 will have significant effect on current production.
This shows that consumption two to three years before has a strong impact on the current level of production and hence Tea Board of
India must frame policies to stimulate the demand for tea by improving its quality and promoting its generic brand.
Next we look at the prediction plot and the FEVD (Forecast error variance decomposition) plot.

Fanchart for variable Prod
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Figure 2.10: Prediction Chart for Production and Consumption
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Figure 2.11: FEVD plots for Production and Consumption

The Fanchart (prediction plot) in figure 2.10 shows that both production and consumption will increase in the future. The FEVD plot
in figure 2.11 shows that consumption does not play any part in contributing to the forecast of production in future. On the other hand,
when consumption is forecasted, a very small percentage of error variance is contributed by production in all the three lags in future.
But the percentage contributed is infinitesimally small and hence can be neglected as production does not cause or affect consumption.

D. Production and Number of Suppliers

Number of suppliers denotes the number of tea estates in India. The period of study was from 1991 to 2006 as data on number of
suppliers was available only till 2006. Here in order to aid the modeling process, tea production was in terms of 1000 Kg and actual
value of number of suppliers was taken. First we begin by visualizing the plot of number of suppliers to see how it changes across
time.

Number of Tea Estates in India (L1991 -2006)
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Figure 2.12: Time series plot of Number of Tea Estates in India

It can be seen from the time series plot in figure 2.12 that number of suppliers increase over time and hence presence of an increasing
trend is clearly visible. We already saw an increasing trend in the production plot. Hence we can expect a direct correlation between
the two variables. But only after modeling is done it can be understood as to how production is affected by number of suppliers at
different lags.
The optimal order of the model was found to be four based on the all the four selection criteria viz. AIC, HQ, SC and FPE. The final
VAR (4) model with only significant coefficients is shown below:
Prod; = 0.8117*Prod; — 2.34*N; + 0.8375*Prody, + 0.9325*N;, + 1.2197*N 3 — 0.5796*Prod, 4 + &1
Where, Prod; — Production of tea at time t

N; — Number of Suppliers at time t

The model says that Production at time t will increase by 0.9325 units with a one unit increase in Number of suppliers at time (t-2) and
by 1.2197 units with a one unit increase in Number of suppliers at time (t-3). This is understandable as we expect the production to go
up with an increase in number of tea estates in India. But the complexity lies in interpreting the negative coefficient of Number of
suppliers at time (t-1), which means that as the number of suppliers at time (t-1) increases, the production at time t will reduce. This is
the reason why time series analysis is so useful. It helps in understanding how other variables affect the variable of interest at different
lags. Here, the equation cannot be looked at separately but in its entirety. What it says is that production at time t depends on humber
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of suppliers at times (t-1), (t-2) and (t-3) in different ways and production at times (t-1), (t-2) and (t-4) in different ways. The increase
or decrease in production can be ascertained only by calculating the production at time t and comparing it with that at time (t-1). Also
the most important aspect that has to be kept in mind is that the above relationship between production and number of suppliers holds
good only when there are no changes in other important variables like rainfall, temperature, consumption etc. But there will be
changes in these variables over the year and let’s say if rainfall is erratic in a particular year or consumption of tea comes down, the
existing tea producers or tea estates will not produce as much as they would have in the previous year thereby leading to a drop in total
production despite new tea estates coming up and contributing to some tea production.

To understand the exact relationship between production at time t and number of suppliers at time (t-1), both these variables were
regressed and the following model was obtained.

Prod, = 7.427e+05 + 1.188*N; + &

Both the coefficients were found to be significant and the ANOVA of coefficient of N, was also significantly different from zero.
This shows that when only these two variables are taken, a positive relationship is found. On the other hand in the presence of other
lags, the coefficient of N, is negative thereby implying that the model in its entirety must be interpreted and not separately. Next, the
model is plotted to see how well it approximates the actual values.

Crasgram off it and ressdunls Sor Producson. 1000 Kgs

ACE Bl PACF Resbduais

Figure 2.13: Diagram of fit and residuals for Production

The diagram of fit in figure 2.13 looks extremely good with most of the points predicted by the model also matching the actual values.
The ACF and PACF plots also look fine. The residuals were tested for normality and white noise using Jarque Bera test and
Portmanteau test respectively and they were found to be both normal and white noise with p values being 0.8364 and 0.4265
respectively.

The causality results indicate that number of suppliers granger causes production but the converse is not true which is understandable
as supply depends on number of suppliers but a person who wants to enter the market would not look at supply but at other factors like
demand, scope for profit making, entry barriers etc. Next we plot the impulse response function of number of suppliers on production
as production is our variable of interest.

Orthogonal Impulse Response from Number.of.Suppliers
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Figure 2.14: IRF plot of Number of Suppliers on Production
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The upper limit of 95% Confidence interval cuts the 0 axis implying that the impact of a unit shock in number of suppliers on
production is significant. Unit shock in number of suppliers at lag 2 seems to be having a significant impact on current production.
This might be because of the significant exit barriers in tea manufacturing. Once an estate is started and tea bushes are grown which
involves significant investment, the producers have to wait for 5 years for the bushes to become mature. It’s not possible to remove
investments from the estate before the gestation period. Hence a well planned decision will have to be made before investing in an
estate or starting a new one.

Finally, we look at the prediction plot to see how production changes in future and FEVD plot to see how much of variance in the
forecast of production is contributed by number of suppliers.

Fanmnchart for variable Production.. 1000.Kgs .
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Figure 2.15: Prediction plots of Production and Number of Suppliers

The prediction plot shows that production remains more or less constant in the next three years while number of suppliers increases.
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Figure 2.16: FEVD plots of Production and Number of Suppliers
FEVD plot for production shows that in lags 2 and 3, number of suppliers significantly contributes to variance in forecast error of
production.
E. Production and Labour

Production in 1000 Kg is modeled with Average number of laborers employed in tea sector for the period (1991-2005). Yearly data
was used for modeling the variables. The analysis is started by first visualizing the labor plot and seeing how labor varies across time.
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Figure 2.17: Time series plot of Labor

The labor plot shows an increasing trend with some fluctuations. The optimal order of the model was found to be 4 based on AIC, HQ
and SC. The final model is as shown below:

Prod; = 3.507 e **Labor,, + 4.520 €° + ¢y

The final model says that production at time t will increase by 0.3507 units with a unit increase in labor at time (t-2). Labor is a very
important input for production and we expect a direct relationship between supply and its inputs. For this reason, the model is
understandable.

Unit root tests were conducted and found that production was | (2) and labor was 1(3). Hence cointegration cannot be performed. The
residuals were checked for normality and white noise using multivariate Jarque Bera test and Portmanteau test and they were found to
be both normal and white noise with p values being 0.2821 and 0.4312 respectively. The causality results indicate the presence of
instantaneous causality between production and labour. Also production is found to be granger cause labour. The IRF plot of labour on
production is shown in figures 2.18:

Orthogonal Impulse Response from Labour
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Figure 2.18: IRF plot of Labour on Production
In figure 2.18, the 95% bootstrap confidence intervals do not touch the 0 axis implying that a unit shock in labor does not have any

significant impact on current level of production.
Finally, the prediction plot and FEVD plot are visualized to see how production changes in future according to the model.
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Figure 2.19: Prediction Plots of Production and Labor
Production decreases and then increases in the next three years according to the model.
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Figure 2.20: FEVD plots of Production and Labor
Labor doesn’t contribute to variance of forecast error in production while production contributes to variance in forecast error in labor
in the next two years.
F. Production and Price

Monthly data from 1991 to 2005 was used to model production in 1000 Kg and auction price. We expect a positive relationship
between production and price as producers will produce more when they see a price increase.
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Monthly Production of Tea during (1991-2005) Monthly Auction Prices of Tea during (1991-2005)
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Figure 2.21: Monthly Production plot Figure 2.22: Monthly Auction Prices plot

The production plot shows that seasonality is present with increases in June, July and August of every year. Price plot indicates the
presence of volatility.

The optimal order of the model was found to be 4 using all the four criteria — AIC, HQ, SC and FPE. The final VAR (4) model is as
shown below:

Prod, = 1.009*Prod, ; — 2.431 e **Prod,, + 5.986 e**Price,., — 4.071 e?*Price,.s — 3.305 e **Prod,, + 2.769 e* + &,

The final model says that production at time t increases with increase in auction price at time (t-2) and decreases with increase in price
at time (t-3). The fact that there is a positive relationship between production at time t and price at time (t-2) is understandable as
producers will produce more when they see increasing prices. But production increase is not because of increasing the area. In the
short run acreage cannot be changed. What can be done is replanting, replacement planting, extensions (extending further to existing
land for possible investments in future), etc. But even these will have an effect on total production only after the gestation period of 5
years when the crops become mature. But production per unit area or yield can be increased by adoption of improved cultural
practices like manuring, intensive cultivation via proper use of fertilizers and pesticides, timely pruning of tea bushes and adopting
good plucking style. Hence production can be increased or decreased by producers in this way based on price signals. But there is a
negative relationship between production at time t and price at time (t-3) which might be because of other factors like poor rainfall or
other factors which are beyond the control of producers. Also the model has to be understood in its entirety.

The residuals were checked for normality and white noise and they were found to be white noise and non-normal with p values for
Jarque Bera test and Portmanteau test being 2.2*107*® and 0.3297 respectively. Causality results suggest the presence of instantaneous
causality between production and prices implying that production at time t is caused by price at time t and vice versa. Also prices were
found to be granger causing production. The IRF plot is shown in figure 2.23.

Orthogonal Impulse Response from Auction.Price
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Figure 2.23: IRF plot of Price on Production

The IRF plot of price on production in figure 2.23 shows that unit shocks in price at lags 5, 6 and 7 seem to have significant impact on
current level of production. Hence it’s very essentially to reduce the volatility in prices and keep them stable.
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Finally, the prediction and FEVD plots are visualized to see how production and price change in future.
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Figure 2.24: Prediction plots of Production and Price
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Figure 2.25: FEVD plots of Production and Price

The FEVD plots show that the contribution of price to variance of forecast error in production is small and same is true with price as
well. Twelve months ahead forecasts are shown in fanchart.

G. Production and Age of Tea bushes

Age of tea bushes is one of the most important factors affecting tea production as only mature tea bushes in the age category of 5-50
years contribute to yield. If the age of tea bushes crosses 50 years, its yield capacity will come down and hence will have to be
uprooted for planting new crops.

In the modeling process, We have taken the proportion of area of tea bushes in the age group of above 50 years to the total area to be
the 2" variable and production (in 10° units) to be the 1% variable which is our variable of interest. Yearly data from 1991 to 2004 was
used to model the two variables.

First the raw time series plots are visualized to see how the variable behaves.
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Figure 2.26: Time series plot of Percentage of Area of tea bushes of age > 50 yrs
The plot of 2" variable in figure 2.26 shows a decline over time and production plot shows an increase as seen already and hence one
can naively expect a negative relationship.
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The optimal order of the model was found to be one according to all the four criteria — AIC, HQ, SC and FPE. The final VAR (1)
model is as shown below:

Prod; = -0.165*Area,; + 14.43271 + ¢y

The second part shows how production affects area but we are not interested in that as our variable of interest is production and
moreover area in the age group of > 50 years is not dependent on supply but on price. When the prices increase, producers would want
to produce more and hence invest for the future which is done by uprooting old tea bushes and planting new seedlings.

The final model says that production at time t reduces when the proportion of area in the age group of above 50 years to the total area
increases which is true as we saw earlier.

The residuals of the final model were found to be both normal and white noise using Jarque Bera test and Portmanteau test whose p
values were 0.4499 and 0.1215 respectively. The causality results are not positive. The IRF plot of area on production is shown in
figure 2.27.
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Figure 2.27: IRF plot of Proportion of Area on Production

100 runs

The IRF plot in figure 2.27 shows that unit shocks in percentage of area of tea bushes in the age group of above 50 years to the total
area at lags 2 and 4 have significant impact on current level of production. This indicates that age of tea bushes is a very important
factor that affects tea production.

Finally, the prediction and FEVD plots are visualized to see how the variables change in future.
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Figure 2.28: Prediction plots of Production and Percentage area of tea bushes of age > 50 yrs
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Figure 2.29: FEVD plots of Production and Percentage area of tea bushes of age > 50 yrs

Production seems to decrease and then increase in the next two years. The FEVD plot shows that the proportion of area contributes
about 10-20% of variance in forecast error of production which is understandable as proportion of area causes production.

H. Production, Rainfall and Temperature

The monthly plot on production showed the presence of seasonality which means that in some months in a year, production would be
high, while it will be low in other months. Since data on soil temperature was not available, production and rainfall were modeled for
three different seasons viz. Monsoon (June-September), Post Monsoon (October-December) and Pre Monsoon (March-May). Yearly
data for the period (1991-2006) was used for this purpose.

In Monsoon period, production did not show any correlation with rainfall and hence no stable model could be developed.

I.  Production and Rainfall in the Post Monsoon Period

Production (in 1000 Kg) and Rainfall (in mm) were modeled in the post monsoon period using VAR. First the time series plots are
visualized to understand the behavior of both the variables.
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Figure 2.30: Time series plot of Production Figure 2.31: Time series plot of Rainfall in post
in Post Monsoon period Monsoon period

Production shows an increasing trend while rainfall doesn’t show any trend. The optimal order of the model was found to be 2 based
on the following criteria — AIC, HQ, SC and FPE. The final VAR (4) model is as shown below:
Prod; = 334.00157*Rainfall;; + 0.83878*Prod,, + €;
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The final model says that production at time t depends only on production at lag 2 and rainfall at lag 1. The coefficient corresponding
to rainfall at lag 1 is positive implying that as rainfall at time (t-1) increases, production at time t increases which is understandable as
we expect a positive relationship between production and rainfall.

The residuals of the final model were found to be both normal and white noise with p values of Jarque Bera test and Portmanteau test

being 0.6716 and 0.2312 respectively. Causality results were not found to be positive. The IRF plot of rainfall on production is shown
in figure 2.32.
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Figure 2.32: IRF plot of Rainfall on Production
Since the 95% bootstrap confidence intervals don’t touch the 0 axis, the impact of unit shock in rainfall on production is not
significant.
Finally we look at the prediction and FEVD plots to see how the variables behave in future.
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Figure 2.33: Prediction plot of Production
The prediction plot shows that production decreases initially and then increases in the next three years.
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Figure 2.34: FEVD plot of Production
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The FEVD plot shows that rainfall contributes about 20% to the variance of forecast error in production at lag 2 and about 10% at lag
3. This is understandable as rainfall at lag 1 affects production and hence its forecast will depend on rainfall.

Note that we are just interested in the final model and understanding the dynamics between variables and prediction is not the
objective. This is because production should be forecasted using a model that contains all significant factors or variables as only then

an accurate forecast could be obtained. But in all the discussed pair wise cases, we would just like to test how the independent variable
considered affects production’s forecast and error variance.

J.  Production and Rainfall in the Pre Monsoon Period

Production (in 1000 Kg) and Rainfall (in mm) were modeled in the pre monsoon period using VAR. The final result of the model

could not explain the dynamics and relationship between production and rainfall, as neither production nor rainfall depended on the
other variable.

The final model was of the form given below:
Prod, = Constant
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Rainfall, = Constant
We, thereby conclude that there is no significant correlation between production and rainfall in the pre monsoon period and hence

rainfall does not affect production in this period.
K. Production and Coffee Prices

Aggregate annual tea production (in Million Kg) is modeled with domestic average price of Robusta Coffee (in Rs/Kg) using VAR.
Coffee is a substitute for tea and hence we expect an inverse relationship between supply of tea and coffee prices. The data period is
from 1994 to 2011. The time series plots of domestic coffee prices and production are shown in figures 2.35 and 2.36 respectively.
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Figure 2.35: Time series plot of Domestic Figure 2.36: Time series plot of Domestic
Coffee Prices Production of Tea

Production as before shows an increasing trend while coffee prices initially decreases and then increases. The optimal order of the
model was found to be 4 based on AIC, HQ, SC and FPE. The final VAR (4) model with only significant coefficients is as follows:

Prod; = 552.75147 + 1.18016*Price;, + 0.45119*Prod 4 — 1.67427*Price.4 + 1

Price; — Domestic Coffee Price at time t

The final structural VAR model says that a unit increase in coffee prices at lag 1 will increase tea production by 1.18 units while a unit
increase in coffee prices at lag 4 will decrease tea production by 1.67 units. Economics tells us that there is an inverse relationship
between supply of particular goods and price of substitutes. Given this a positive coefficient for price at lag 1 does not concur with the
known fact. But as mentioned before the coefficients should not be looked at separately but the model should be interpreted in its
entirety. When coffee price at lag 1 was regressed with production, a negative coefficient of 0.67 is obtained which concurs with
theory. Hence the final VAR model says that in presence of price and supply at lag 4, there seems to be a positive relationship between
supply and price at lag 1.

The residuals of the final model were found to be both normal and white noise with p values of Jarque Bera test and Portmanteau test
being 0.7006 and 0.2521 respectively. There seems to be instantaneous causality between tea production and coffee prices although
granger causality fails. The IRF plot of coffee prices on tea production is shown in figure 2.37.
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Figure 2.37: IRF plot of Coffee Prices on Tea Production
The plot says that a unit shock in domestic coffee price at lag 2 has a significant impact on current tea production. Finally we look at
the prediction and FEVD plots to see how production changes in future because of coffee prices.
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Figure 2.38: Prediction plot of Production

Tea production according to the structural VAR model shows a decline in the next two years.
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Figure 2.39: FEVD plot of Production

Coffee price does not contribute to the variance of error forecast of production. This is a little surprising as coffee prices affect tea
production according to the model.

Finally, it is of utmost importance to mention all variables that were not found to be affecting production. They include rainfall in
monsoon and pre monsoon period, area under plucking, GDP, revenue through cess, bearing area and relative auction price of tea.
Avrea under plucking is actually an important variable but may be because of lack of sufficient data points, stable model wouldn’t have
resulted. The same can be said about revenue through cess, as well. Also there seems to be not much correlation between tea
production and relative price of tea which is the ratio of actual to expected tea price. This again can be attributed to lack of sufficient
data points.

VII. DATA AND METHODOLOGY

Tea industry in the past five years has experienced increase in auction prices owing to strong demand from local and overseas buyers.
On the other hand, annual production has not shown any significant increase. This study focuses on modeling of production and
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auction prices of tea in India. Market integration and price transmission between selected auction and retail markets of tea in India are
analyzed. Price transmission between domestic and international auction markets of tea is examined empirically. The broad objectives
of the study as mentioned in chapter one are:

o Identifying factors affecting tea production in India

¢ Modeling of Annual tea production with the identified factors

e Finding reasons for why or how some factors, if any, did not show any effect on production

These major objectives were dealt with separately in subsequent chapters. Factors affecting annual tea production were identified and
modeled in chapter two. Possible reasons for some factors not showing correlation with production were discussed. The following
variables were assumed to be affecting aggregate tea production in India from literature - Area under cultivation of Tea, Domestic
Consumption, Price, Rainfall, Temperature, Age of Tea Bushes, Labour, Area under plucking, GDP at Market prices, Revenue
through Cess and Number of Suppliers. A pair wise analysis was done using VAR as the methodology and the findings that emerged
from empirical analysis are as follows:

e VAR (1) model was developed between production and consumption in which production depended on consumption at lag 1
with a positive coefficient while consumption depended only on its own lag. Consumption was found to be granger causing
production with the IRF plot showing that the impact on production caused due to a unit shock in consumption is felt for a
very long period.

e VAR (4) model was developed between production and number of suppliers in which production depended on number of
suppliers at lags 1, 2 and 3 and on its own lags. The dynamics was found to be complex with the coefficient corresponding to
number of suppliers at lag 1 being negative and the other two coefficients being positive. Here, the number of suppliers
denotes the number of tea estates in India and hence we expect the production to rise with increase in number of suppliers.
We also proved that there is a positive relationship between production at time t and number of suppliers at time (t-1) and
hence VAR model will have to be interpreted in its entirety. Number of suppliers was found to be granger causing production
with the IRF plot showing that the impact on production due to a unit shock in number of suppliers will be significant and
also will be felt for a long period.

e VAR (4) model was developed between production and average number of labor employed in the tea industry in which
production depended on labor at lag 2 with a positive coefficient and labor depended on production at lags 2 and 3 with both
being positive coefficients. The causality results are not positive while IRF plots show that unit shocks in either variable will
have significant impacts on the other variable for many lags.

e When production was modeled with auction prices using yearly data, no correlation was found between them. When they
were modeled with monthly data from 1991 to 2005, VAR (4) model was developed in which production depended on price
at lags 2 and 3 with the coefficient corresponding to price at lag 2 being positive and the coefficient corresponding to price at
lag 3 being negative while price depended on production at lag 4 with the corresponding coefficient being negative.
Instantaneous causality was found to be present between production and price and price was found to be granger causing
production. The IRF plot of price on production showed that the impact on production due to a unit shock in price would be
felt for about eight months. The same was found to be true in the case of IRF plot of production on price.

e VAR (1) model was developed between production and proportion of area of tea bushes in the age group of above 50 years to
the total area in which production depended on the second variable at lag 1 with the coefficient being negative. The causality
results were not positive while the IRF plot of the second variable on production showed that the impact due to a shock in the
second variable on production is slightly significant.

e VAR (4) model was developed between production and rainfall in the post monsoon period (October-December) in which
production depended on rainfall at lag 1 with the corresponding coefficient being positive implying that production would
increase with increase in rainfall. Causality results were not positive and IRF of rainfall on production was also not
significant.

The variables that were initially assumed to affect production but did not show any correlation with it were rainfall in monsoon and
pre monsoon period, area under plucking, GDP and revenue through cess. One reason for this could be because of lack of sufficient
data points. Tea cess is a tax levied by the central government. Revenue through cess (in crores) is the total amount that government of
India through Tea Board got by imposing cess on tea. It will be included in the auction prices of tea sold through public auctions.
Revenue from cess can increase either due to an increase in total quantity produced or due to an increase in cess levied per kg of tea.
The analysis showed that this did not have any correlation with the total supply of tea in India. Again this could be because of the
same reason mentioned above.

VIII. LIMITATIONS

In production modeling, bivariate analysis has been carried out which is devoid of partial relationships. This is because of lack of
sufficient data points. Bivariate models can only help in understanding the marginal effect of other variables on the variable of
interest.

www ijsrp.org



International Journal of Scientific and Research Publications, VVolume 4, Issue 12, December 2014 21
ISSN 2250-3153

ACKNOWLEDGMENT

A significant portion of this research was conducted in the Indian Institute of Science under the supervision of Prof. Chiranjit
Mukhopadhyay at the Department of Management Studies, 11Sc, Bangalore, India.

REFERENCES

[1] Abdulai (2000) “Spatial price transmission and asymmetry in the Ghanaian maize market” Journal of Development Studies, 63:327-349

[2] Akhlas, Ahmad, Siyar & Khanum (2003) “Qualitative Assessment of Fresh Tea produced in Pakistan growing under different Agro Ecological Conditions and
Fertilizer Treatments”, The Pakistan Development Review

[3] Akiba (1994) “Structural Changes in Foreign Exchange Markets”, Ashish Publishing House, New Delhi, India
[4] Alexander & Wyeth (1994) “Cointegration and market integration: an application to the Indonesian rice market” Journal of Development Studies, 30:303-328
[5] Ardeni (1989) “Does the Law of One Price really hold for commodity prices” American Journal of Agricultural Economics, 71:303-328

[6] Baffes & Ajwad (2001) “Identifying price linkages: a review of the literature and an application to the world market of cotton” Applied Economics 33:1927 -
1941

[7] Baffes (1991) “Some further evidence on the Law of One Price” American Journal of Agricultural Economics, 4:21-37
[8] Barrett & Li (2002) “Distinguishing between equilibrium and integration in spatial price analysis” American Journal of Agricultural Economics, 84:292-307

[9] Basu, J. P. and Dinda, S. (2003), “"Market Integration: An Application of Error Correction Model to Potato Market in Hooghly District, West Bengal", Indian
Journal of Agricultural Economics, Vol. 58, No. 4, Oct-Dec

[10] Baten, Kamil & Haque (2009) “Modeling technical inefficiencies effects in a stochastic frontier production function for panel data”, African Journal of
Agricultural Research Vol. 4 (12), pp. 1374-1382, December, 2009

[11] Behura, Debdutt and D. C. Pradhan (1998), "Cointegration and Market Integration: An Application to the Marine Fish Markets in Orissa," Indian Journal of
Agricultural Economics, Vol. 53, No.3, July-September, pp. 344-350

[12] Blauch (1997) “Testing for food market integration revisited” Journal of Development Studies, 33:477-487
[13] Box, G..E.P., Jenkins, G,.M., and Reinsel, G..C. (1994) “Time Series Analysis: Forecasting and Control”, third edition, Prentice-Hall International, London

[14] Brorsen, Chavas, Grant & Schnake (1985) "Marketing Margins and Price Uncertainty: The Case of the US Wheat Market" American Journal of Agricultural
Economics, 67, 521-528

[15] Choudhury (2006) “Indian Tea Industry and Assam”, http://www.nenanews.com

[16] Crina Viju, James Nolan and William A. Kerr (2006), "Common Markets Measuring Price Integration in European Agricultural Markets", Review of European
and Russian Affairs, Vol. 2, No. 1

[17] Dercon (1995) “On market integration and liberalization: method and application to Ethiopia” Journal of Development Studies, 32:112-143
[18] Dornbusch (1987) “Exchange rates and prices” American Economic Review, Vol.77, No.1, pp. 93-106

[19] Dutta (2011) “Impact of Age and Management Factors on Tea Yield and Modeling the Influence of Leaf Area Index on Yield Variations”, ScienceAsia 37 (2011):
83-87

[20] Engle & Granger (1987) “Cointegration and Error Correction: Representation, Estimation and Testing”, Econometrica, Vol.55, No.2, pp. 251-276

[21] Fackler & Goodwin (2002) “Spatial Price Analysis” In B.L. Gardner and G.C. Rausser, eds. handbook of agricultural economics. Amsterdam: Elsevier Science
[22] Froot & Klemperer (1989) “Exchange Rate pass through when market share matters” American Economic Review, 79:637-654

[23] Gardner & Brooks (1994) “Food prices and market integration in Russia: 1992-93” American Journal of Agricultural Economics, 76:641-646.

[24] Gardner (1975) “The Farm-Retail Price Spread in a Competitive Food Industry” American Journal of Agricultural Economics, 59:399-409

[25] George. R, David. H and Piero. C. (2003), "Market Integration and Price Transmission in Selected Food and Cash Crop Markets of Developing Countries: Review
and Applications", Commodity Market Review 2003-2004, FAO, ISBN 9251050635

[26] Goletti & Babu (1994) “Market liberalization and market integration of maize markets in Malawi” Agricultural Economics, 11:311-324

[27] Gupta & Dey (2010) “Development of a Productivity Measurement Model for Tea Industry”, APRN Journal of Engineering and Applied Sciences

[28] Harriss (1979) "There is method in my madness: or it is vice-versa? Measuring agricultural market performance™ Food Research Institute Studies, 16:97-218
[29] Hicks (2009) “Current Status and Future Development of Global Tea Production and Tea Products”, AU J.T. 12(4): 251-264 (Apr. 2009)

[30] Intodia, V. (2005), “Cointegration and Market Integration: An Analysis of Tea Markets in India", The Indian Journal of Economics

[31] Johansen (1988) “Statistical Analysis of Cointegrating Vectors”, Journal of Economic Dynamics and Control, Vol.12, No.3, pp.231-254

[32] Kinnucan & Forker (1987) “Asymmetry in Farm-Retail Price Transmission for Major Dairy Products” American Journal of Agricultural Economics, 69:285-292

[33] Krishnadas (2010) “Production and Export Performance of Major Indian Spices — An Economic Analysis”, Department of Agricultural Economics, University of
Agricultural Sciences, Dharwad

[34] Krugman (1986) “Pricing to market when exchange rate changes” NBER Working Paper No. 1926

[35] Line L. K. and T. Helene Ystanes F. (2010), "Price Transmission for Agricultural Commodities in Uganda: An Empirical Vector Autoregressive Analysis", USSP
Working Paper No. 06, International Food Policy Research Institute, August

[36] McCleary & Hay (1982) “Applied Time Series Analysis for the Social Sciences”, Sage Publications, USA

[37] McNew & Fackler (1997) “Testing market equilibrium: is cointegration informative?" Journal of Agricultural and Resource Economics, 22:191-207
[38] McNew (1996) “Spatial market integration: definition, theory and evidence” Agricultural and Resource Economic Review, 25:1-11

[39] Mundlak & Larson (1992) "On the transmission of world agricultural prices" World Bank Economic Review, 6:399-422

[40] Palaskas & Harriss (1993) “Testing market integration: new approaches with case material from the West Bengal food economy" Journal of Development Studies,
30:1-57

[41] Prakash (1998) “The transmission of signals in a decentralised commodity marketing system: the case of the UK pork market” Unpublished Ph.D. Thesis,
University of London

[42] Quiroz & Soto (1996) “International Price signals in agricultural markets: do governments care?” Unpublished mimeo, GERENS and ILADES/Georgetown
University

www ijsrp.org



International Journal of Scientific and Research Publications, VVolume 4, Issue 12, December 2014 22
ISSN 2250-3153

[43]
[44]

[45]
[46]

[47]

(48]
[49]

[50]
[51]

Ravallion (1986) “Testing market integration” American Journal of Agricultural Economics, 68(2):292-307

Schinase & Swamy (1989) “The Out-of-sample Forecasting Performance of Exchange Rate Models When Coefficients Are Allowed to Change”, Journal of
International Money and Finance, Vol.8, pp.375-390

Schroeter & Azzam (1991) “Marketing Margins, Market Power, and Price Uncertainty”, American Journal of Agricultural Economics, 73:990-999.

Sexton, Kling, & Carman (1991) “Market integration, efficiency of arbitrage and imperfect competition: methodology and application to US celery” American
Journal of Agricultural Economics, 73:568-580.

Sharma (2002) “The transmission of world price signals: concepts, issues and some evidence from Asian cereal markets” Paper submitted to the OECD Global
Forum on Agriculture, OECD CCNM/GF/AGR (2002)10

Thomas & Ahmad (1970) “Some Factors Affecting Tea Production in Pakistan”, The Pakistan Development Review

von Cramon-Taubadel, (1999) “Estimating Asymmetric price response with the error correction representation: an application to the German pork market”
European Review of Agricultural Economics, 25:1-18.

Wohlgenant, (1999) “Product heterogeneity and the relationship between retail and farm prices” European Review of Agricultural Economics, 26:219-227
Zanias, (1993) “Testing for integration in European Community agricultural product markets” Journal of Agricultural Economics, 44:418-42

AUTHORS

First Author — Varun Nathan, B.Tech, M.Mgmt, Indian Institute of Science and varunnathan89@gmail.com.
Second Author — Shanmukha Sreenivas P, B.Tech, M.Mgt, Indian Institute of Science and shanmukha.sreenivas@gmail.com.

Correspondence Author — Shanmukha Sreenivas P, shanmukha.sreenivas@gmail.com, shanmukha.sreenivas@hotmail.com,
9611203420.

www ijsrp.org


mailto:shanmukha.sreenivas@gmail.com
mailto:shanmukha.sreenivas@hotmail.com

