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Abstract This paper presents a MPLS architecture for evaluatinafter that node. In this way the forwarding concept through out
end to end delivery. In this we have made a topology througihe network is label swapping. The label swapping concept
which we show end to end dedry using MPLS. The method we enables the high speed switching of the packet through the
use for end to end delivery is Cisco Express Forwarding (CEBackbone of the MPLS network. MPLSéedefined the route
Label Distribution Protocol (LDP), Tag Distribution Protocolthrough which a data takes across a network and convert that
(TDP), Exterior Gateway Routing in this we use Border Gatewagformation in to label which is understand by the network
Protocol (BGP) ,Interior Gateway Rowngj in this we use Routing routers[4].

Information Protocol (RIP) protocol and the tool which we have

been used for making the topology is Graphical Network A. HOW we establish the route in the MPLS network
Simulator (GNS). MPLS is improved in the future by reducing In order to pass over the data across a netwerkise label

labels in the network. switch path (LSP). Always the packet enters in to the MPLS
network at an incoming side or encapsulation Label Switch
Index Terms MPLS, BGP, DP, CEF, LDP, GNS Router (LSR) and exits the MPLS network at an outside or

decapsulation LSR. In LSR there are predefined Switching tables
arethere according to that core devices switches labeled packet.
I.  INTRODUCTION LSR can be a switch or router[4].

I n MPLS if we do end to end delivery, firstly all data traffic in .

the MPLS network is MPLS labeled. The topology which we B. Forward Equivalence Class (FEC) ,

have made in this paper uses the concept of Provider Edge (PE), A Forward Equivalence Class is a class in which the same
Customer Edge (CE), and Core Reuor provider (p). Customer type of group of packets are described. The same routing

Edge routers are held by the customer it self. There are t rgatment is given to the packets of FEC. In-tmp hop routing .
interfaces of the Customer Edge routers. One interface of thé NeXt hop is independently selected by the router for a given
customer Edge is attached with the customer and the secifgvarding Equivalence Class[4].

interface is attached with the provider EddProvider Edge is

also called as Label Edge Routers . which is hold by the service

provider. At the encapsulation or the incoming side of the MPLS . METHODS

network the Provider Edge attach the labels to the packet. At tidne method we use for end to end delivery is defined as
decapsulation or the outside of the MPh&work the provider follows:-

edge routers remove the label. Provider router (p) are also called A. Swithing Method Cisco Express Forwarding (CEF)

label switch router . Based on the MPLS labels it switch pack€EF is a switching method used by the Cisco los for packet

hop by hop. forwarding. CEF is the default packet forwarding method in
MPLS network. When the router forward the packet the router
MPLS label must know the destination addrefshe packet which is present

MPLS uses a concept of labels. For transferring acrossrathe table. Each and every protocol through which the router
network the MPLS attach label to packet. Label is of fixedcan forward the packet must have a separate forwarding table[5].
length. The size of the label is 20 bits. Basically the size of the
MPLS packet header is 32 bits which is equal to 4bytes. The@EF mandatory in MPLS
are four parts in the MPLS header which are as follows : one is Only with the help of Label Forwarding Information Base
Label which catains 20 bits , second is EXP that is experimentdLFIB) the labeled packets enter the router are switched. There is
which contains 3 bits, Third one is S that is stacking bit which CEF table on the router. Only with the help of CEF Table the
contains 1 bit and the fourth which is last one that is TTL stantl® packets enter the router are switched and the packet which is
for time to live. at the decapsulation can be a labeled packet or an IP packet.

Basicaly there are two main components of CEF. One
component is Forwarding Information Base (FIB) and the
. WORKING OF THE MPLS Second component is adjacency table.The FIB is also known as

As previously discusseMPLS attach the label to the dataCEF table[5].
packets for transferring data across a network. The importance of . lati f CEF
MPLS is only on a local node to node connection. In this tHg¢&MPY ation o

function of the node is that it forwards the packet by swappin First gf. afll Whef‘ a p;]ack(_at ehntecr:s n tobrhehroulteemoves id
the current label for the fihg label to route the packet to justt e Layer 2 information then in the CEF table the router consider
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the destination IP address. After that the decision takes for D. ROUTING INFORMATON PROTOCOL (RIP)

forwarding the packets in to the destination then the output of Routing Information protocol is Interior Gateway Protocol.
this forwarding decision points to one adjacency \eitr the In which the routing is performed with in a single autonomous
adjacency table. The Layer 2 rewrite string is restored from tlsgstem. Enhancement of the RIP is the RIP2. Messages are
adjacency table. With the help of this the router is able to placeipdated at regular interval when there is a chamglee network

new Layer 2 header on to the frame. Do this process right befoopology. In RIP we use a hop count in order to measure the
switching the packet out onto the outside irgeef approaching distance between the source and destination. Total no. of hop
the next hop. It is used in the distributed manner[5]. count we use here are 15 and RIP timer is generally a 30 seconds.

How do CEF Labeling IP Packets
It is necessary to Label the IP packets at the edge of the V. SIMULATION

MPLS network. At the incoming side of the LSR there is a stack The simulator used for MPLS éro end delivery iGNS
of label is imposed mthe IP packet. It is not necessary that W&imu
impose only one label on the IP packet at incoming side of tgﬁ‘n
provider edge router there can be a two or more labels on the P
packet at the incoming side of the provider edge router. In order
to check whichdbel is imposed on the IP packet ,we can check it
from the CEF Table. We can enable CEF with global ip cef

lator. GNS is a graphical Network Simulator it supports the
ulation of complex networks

Figl.Topology shows routers are in off position

command[5].

A. LABEL DISTRIBUTION PROTOCOL (LDP) o TS -

As we discussed above, We use LSR which performs label N B v
swapping in order to forward the patkhat means label should s T2t R e OO0 s | 0D
be distributed. There are two way to achieve it. one way is that . I . — Y i
on an already present routing protocol piggyback the labels and £ ;‘,MM\ o /e -
the second way is that we can develop a new protocol to do this. ” w w -
In the MPLS network the LDP for thEBorward Equivalence
Class carries the labels. In order to distribute prefixes between

different autonomous system we use only one protocol that is
Border Gateway Protocol (BGP). In order to distribute the labels
for interior routes we use the LDP. Thenmfall point to point

connected Label Switch Router must establish an label
distribution protocol session between them. Label mapping
messages are exchanged between the LDP session by the 'on%
neighbours. The label which is bound to Forward Equivalence
Class( FEC) is known as label mapping.We can enable the LDP

In this topology, there are basically five routers . The name
e fiverouters as follows:

. A. PEER1
by the mpls ip command[5]. B. PEER 2
B. TAG DISTRIBUTION PROTOCOL (TDP) C. ATLANTA
! ) . . D. CORE ROUTER
TDP is a connection oriented technique and takes a full E. ALIEGH

guarantee of sequential delivery. TDP protocol is used by the
switching routers in order to communicate tag binding
information to their peers. TDP supports many protocols. Tl?ﬁdic
main function of the TDP is that it provides the means for
creating and distributing the binding information by the help of

In this topology routers are in the off position ,Red lights
ate that the routers are off

PEERZI- In this topology peerl is working as the

Tag S_Wit_chin_g Route_rs (TSR)n order to distribute and release customer edgeCUSTOMER EDGE A custaner edge
the binding information for network layer protocols we use (CE) device. This is a router that connects to the
TSRs. '

customer network and to a service provider.
B. PEER2- In this topology peer2 is also acting as a
customer edge.
ATLANTA- In this topology Atlanta is the provider
edge.
PROVIDER EDGE A provider elge (PE) device. This
is a service provider that connects to a customer and
into the provider (P) network.
CORE ROUTER In this topology core router is the
core ISP. which is also known as the internet cloud. The
name of this router is known as P router.

C. BORDER GATEWAY PROTOCOL (BGP)

In the MPLS provider communicates with the help of the
BGP. As in the previous days the provider takes the upgerd
of layer 2 as the responsibility for routing and we only worry
about the Layer 2. But now days participates run BGP on their
router in order to possible the working of MPLS. In order to
connect with external network we use BGP[6]. E
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P:- A provider (P) device. This is a service provider that exists Fig.3 Running mode of the PEER 1
entirely in the provider (P) network and only connects to other

service provider devices (not to customers). ] Tere 127001 T R T = e

@5.359: #LINK-5-CHANGED: Interface FastEthernetBs1, changed state |

CUSTOMER ADDRESSING 1n1:tlat1uely 65 371 ;LINK ~5-CHANGED: Interface SerialBs/1. changed state to adm (

A. The deViceS Wh|Ch we Used in |t are PEER 1and *E;;ngidagtggeaiosﬁzun/“NEPROTO 5-UPDOWN: Line protocol on Interface SerialB/B8,

2- ;EE%%;?I}}DM running-config
B. The loopback0 for PEER1 is 192.168.1.1/32 and th e

loopbackO for PEER 2 is 192.168.2.1/32 jurren® configuration = 56 hytes -
C. The serial O for PEER 1 is 192.168.3.5/30 and the seriistiurer O

0 for PEER 2 is 192.168.3.10/30. o Seva e passuard sncrmtion
};lostname PEER1

SERV'CE PROVI DER ADDRESING ].Joot*start*nm'ker

hoot-end-marker

A. The devices in the service provider addressing af

ATLANTA, CORE, RALEIGH. :lgn:gg-ﬁiﬁsngagim 25 L
B. The loopbackO for the ATLANTA is 204.134.83.1/32, subnet-zero i
CORE is  204.134.83.2/32, RALEIGH s [

204.134.83.3/32. o ip domain lookup
C. The Serial0/0 for the ATLANTA is 204.134.83.5/30,

CORE is 204.134.83.9/30, RALEIGH is N/A. ;p tep sunuait—tine § B
D. The Serial0/1 for the ATLANTA is192.863.6/30, |

CORE is 204.134.83.6/30, RALEIGH is ig;e;ggggsgu;ggﬂgss 1.1 255 955 255 95

19216839/30 1ntell-'ace FastEthernetB/8

E. The Serial0/3 for the ATLANTA is N/A, CORE is N/A, R B
RALEIGH is 204.134.83.10/30.

Fig4. Running Interface of PEER 1

dreezoor o )
7

tlustnane PEERL

Fig.2 Routers are in the on position

hoot-start-narker

hoot-end-narker
H
RIP V2 B
5 RIP V2 1
RIp V2 P o |
oophacks. [ memory-size iomem 25
vE
£ lez16035/3q] loopbacko [/ waasszn N oot s O e
204.134.83.1/32 X Y
204.134.83.6/30 ip subnet-zero
loopback PEER1 Ia TLANTA % CORE” serial 0/0 [Spriol 0/3 aleigh serialo/1] || serialo PEER2 i
y ey sorial 0 [fperialo/ Tt /fl eriol /1 ‘\l I > loopbacko iy cef
192.168.1.1/32 2 — = e S Y 4 h
S — 4— S 192.1682.1/32
192.160.3.603 h, 134.83.9/ 30 192.160.3.10/ 30 1 |
R1 L \\ R3 / R4 RS N . d : 1 k
200.030.83.5/30| N /| 20113483.00/30 no ip domain lookup
BGP N COREP - A
neosn " =
1868

.ip tcp synwait-time 5
Y
d

interface Loophackd
.ip address 192.168.1.1 255.255.255.255

interface FastEthernetB/@
no ip address

shutdoun

duplex auto

.speed auto

interface Seriald/d

ip address 192.168.3.5 255.255.,255.252
no fair-queue

d

interface FastEthernetB/1
no ip address

shutdoun

duplex auto k
speed auto
t

interface §
no ip address
shutdoun

t
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Fig5. Running mode of ANTLATA

intevface Loophackil
ip address 284.134.83.1 255.255.255.255
0

interface FastEthernetB/8
no ip address

shutdoun

duplex auto

'speed auto

interface Seriald/B
ip address 2P4.134.83.5 255.255.255.252
0

interface FastEthernetB/1
no ip address

shutdoun

duplex auto

speed auto

1ntePface Seriald@/1l
'1p address 192.168.3.6 255.255.255.252

;uuter rip

version 2

network 283.134.83.8
0

router hgp 65680

no synchronization

bgp log—neighbor-changes

neighbor 192.168.3.5 remote-as 65@81

neighbor 204.134.83.3 remote-as 6HB6Q
neighbor 204.134.83.3 update-source Loophackd
neighbor 2084.134.83.3 next-hop-self

'no auto-sunmary

no ip http server
1p classless

Fig6. Running mode of CORE ROUTER(IP CEF)

i ene 00 T -
H A

m

ICORE en
COREXshow ip cef
Pref ix
0.0.0.68/0
0.0.0.8/32
104.134.83.2/32
264.134.83.4/38
264.134.83.4/32
264.134.83.6/32
264.134.83.7/32
264,134.83.8/30
264.134.83.8/32
264.134.83.9/32
264,134.83.11/32
124.0.0.0/4
224.0.0.0/24
255,255,255, 255/32
ICORER

Interface
Nulld (default woute handlew entry)

Next Hop
drop

receive
receive
attached
receive
receive
receive
attached
receive
receive
receive
drop

receive
receive

Seriallsd

Seriald/

changed state to dovn

changed state to doun
CORER,

bflay 1 BB:@0:31.915: xLINEPROTO-5-UPDOYN: Line protocol on Interface Seriald/d,
befar 1 BA:00:31.931: xLINEPROTO-5-UPDOVN: Line protocol on Interface Serialds,

) Telnet 27001 BE=

to adninistratively down
CORE>

Fig7. Running mode of CORE ROUTER
] et 27001 T

menory-size iomem 15§
no aaa nev-model

ip subnet—zero

ip cef

H

U
|;|o ip domain lookup

interl‘ace Loophackd
iy address 284.134.83.2 255.255.255.255
’

interface FastEthernet@-/8
ne ip addeess
shutdown
duplex auto

.sueed auto

interface Seriald/f
ip address 284.134.83.9 255.255.255.252

1nterface FastEthernet@/1
ne ip addeess

shutdown

duplex auto

.sueed auto

interface Serialf
iy address 284.134.83.6 255.255.255.252
H

rovter Plp
version

netunrk 284 134.83.8

no ip http server
1p classless

Fig8. Running mode ALEIGH

interface Loophackd
ip address 204.134.83.3 255.255.255.255
i

interface FastEthernetB/8
no ip address

shutdown

duplex auto

.speed auto

interface SerialB/B
no ip address
shutdown

i

interface FastEthernetB/1
no ip address

shutdown

duplex auto

.speed auto

interface SerialB/l
ip address 192.168.3.9 255.255.255.252
i

interface Seriald/2
no ip address
shutdown

i

interface Serial@/3
ip address 264.134.83.1@ 255.255.255.252
H

router rip

version 2

network 2084.134.83.8
i

router hgp 65000

no synchronization

hgp log-neighhor-changes

neighbor 192.168.3.10 remote-as 65082
neighbor 2684.134.83.1 remote-as 650808
neighbor 2084.134.83.1 update-source Loophack®
neighbor 284.134.83.1 next-hop-self

,no auto-summary

ﬁn ip http server
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Fig.9 MPLS run on ANTLATA COUNTRY

i Select Telnet 127.0.0.1 o= )
: zLINEPROTO-5-UPDOUN:

H leNUROIU ~UPDOUN: Line protocol on Interface Ethernetl/
/LINV CHANGED: Interface Ethevnetl/#. changed state to
#LINK~5~CHANGE Interface Ethernet1/1. changed state to

Interface Ethernetl/2. changed state to
Interface Ethernetl/3. changed state to

nfigured from memory by console
Line protocol on Interface Ethernetl/|

: /IlNll'll()ll) 5=<UPDOUN: Line protocsl on Interface Ethernetl
state lu down
80:20. LINEPROTO-5—UPDOWN: Line protocol on Interface Ethernetl/

S-UPDOUN: Line protocol on Interface Etherneti/|

enetwork Operating System Software
108 (tn) 3688 Software (C3668-J5-M>, Ue on 12.3¢125, RELEASE SOFTUARE (fe3)
Technical Suupol-r htt mu.cisco.con/techsupport
Gopyright <2 1786 ?.HM hy cisce Systens, Inc
y kellythu
COLDSTARI : SNMP agent on host ATLANIA is undergoin

IlP 5-NBRCHG: TDP Neighbor 754 134 83
5-ADJCHANGE 3 by
5-ADJCHANGE: neighbor 197 1(II

interfaces
Tunnel  Operational
F s (tdp? No Yes
ATLANTAN

Fig10. MPLS run on CORE ISP

o Select Telnet 127.00.1 T

#LINEPROTO-5-UPDOUN: Line protocol on Interface Etherneti/|

(INEPROTO-5-UPDOMN: Line protocel on Interface Etherncti/|

, changed state to down
=*Mar 1 UI 0.00% lNEl'RUIU'b'U!'DUHN' Line protocel on Interface Ethernetl/|
changed

4 INFPROTO S—UPDOUN: Line protocol on Interface Etharnetl/
:started

» RELEASE SOFIWARE (fe3)
t

SNHP agent on host Gore is undergoing a

DP-5-NBRCHG: TDP Neighhor 284.134.83.1:8 is UP
P-5-NBRCH IDP Hoighbor 284.134. i

(,oxcmhou

Corels tag-svi int

.ox~ell<‘l)o\: tag- w:tclnnJ interfaces

Interface 1P Iunnel  Operational
FastEthernetd/0 Yes (tdp) No Ves
FastEthernetB/1 Yes (tdpd No Yes

Corelt

e protocol on Interface Etherneti/|B

Figll. LABEL BINDINGS ON ANTLANTA

i Telnet 127.0.0.1

tdp hind
hing tdp hindin
438, rev 4
16
imp-null

1?

imp-null

imp-null

4.134.83.6

284.124.83 .6

Figl2. LABEL BINDINGS ON CORE ISP

] Select Telnet 127.0.0.1 l oy

imp-null

«3:8, tag: imp-null L

tih
imp-null
16
tih
16
17
tih
2| 134 .82 i
204134 83! imp-null
tih . rov 4

inp—null
284 _134.83.1:8. tag: imp-null
284.134.83.3:0 : 18

- v 2

11
284.134.83.1:0 o 1?
284 .134.83 P imp-null
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Fig13. END TO END DELIVERY, BGP, LDP

i Select Telnet 127.0.0.1 E=al0s. X

gured from memo
Line protocol on

proto on
—S—UPDOUN: Line on
on

nn

)
: SWHF agent on ho PEERI1

neighbor 192.16 6 Up

of memory
of e no ey

- scan interval 6@
Ihlver Ing
] 1]

Mype escape sequence to abort.
Bending 5. 188-hyte TCMP FEchos to 192 168 2 1 timeout iz ? ceconds:

Figl4. ANTLATA FORWARDING TABLE

s Select Telnet 127.00.1
1

. ¥eu
inp—null
4.134.83.2:8. : 16
local binding 16
renote hinding 204.134.81 . tag: imp-null
entry 84.134.83.3 v 12
local binding: tag
renote bhinding: t 2
entry: 204.134.83.4/38,
local binding tag: inp—null
renote binding: t 204 . -83. o : imp-null
entry: 204.134.83.8 -
ocal binding tag?
renote binding: t .134.83 HN i imp-null
ATLANTAR

1?

witching tdp binding
ching tdp nei
witching tdp neighbor
Peer IDP Ide 04.134.83.2:0; Local IDP Ident 204.134.83.1:0
ICcP 1498 284.134.83.1.711
tat g
Up
TDF
et@ A, : IP adde: 204.134.83.6
bound to peer TDP Ident
93.9 2044.134.93.2
ATL £
ATLANTAllshow ta

Outgoing Outgoing Next Hop

tag or UC interface

Pop tag Fad/8 204.134.83.6
a7 Pop tag e Fag/g 284.134.83.6
is 17 a FaB/8 2P4.134.83.6
ATLANTAN_

Figl5. ANTLATA FORWARDING TABLE TAGS

Figle. TRACEOUT
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