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Abstract- The Statistical downscaling (SD) is a technique of analysis using statistical model which can be used to predict local scale as response based on global scale data as predictors. The problem in SD is that the predictors are usually multicollinearity which can be overcome by ridge regression. Rainfall data are generally nonlinear, non-stationary and non-normal. A method that can be used to model the rainfall data is the kernel method. This study aims to apply SD using kernel ridge regression (RKR) for rainfall prediction and to compare the RKR and ridge regression (RR). The data used in this study are the monthly GCM (General Circulation Model) precipitation data with a 5x8 grid (2.5°×2.5° each grid) domain in 1981-2009 as predictor variables and the rainfall data at West Java in 1981-2009 as the response variable. The RKR model was better than RR model for rainfall prediction in West Java at one, two, and three years ahead. This fact was based on the RMSEP value of RKR was smaller than that of RR and the correlation of RKR was higher than that of RR.
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I. INTRODUCTION

Rainfall greatly affects the activities of human life. The diversity is quite large and characterizes the climate in Indonesia. Global climate change can increase the incidence of extreme rainfall. Analysis is needed to obtain rainfall prediction information that is very useful to reduce the impact of possible extreme rain events. Statistical downscaling (SD) is an analytical technique with a statistical model that can be used to predict local scale rainfall based on global scale data. Local scale data is used as response variable (rainfall data) with global scale data as predictor variable (Global Circulation Model (GCM) output precipitation data). In general, the basic idea of SD is to estimate the parameters of the relationship between global scale climate variables and local scale climate variables, which are then used for local scale climate predictions. The problem that commonly occurs in SD is the GCM domain grid, which is a predictor variable containing multicollinearity. This problem can be overcome, among others, by ridge regression (RR). Ridge regression is used to overcome multicollinearity problems through modification of the least squares method (Neter, Waserman and Kutner 1990 in Herwindiati 1997). Rainfall data as a response variable is generally nonlinear, non-stationary and non-normal, so a method that does not require these conditions is needed. In overcoming this problem, the kernel method is often used because the kernel density estimator is flexible, mathematically easy to work with and has a relatively fast convergence rate (Wahba 1975). Several studies related to SD include Hadijanti (2016) which examined daily rainfall in Sembalun Station by modeling the kernel nonparametric regression with the reduction method using the classification and Regression Tree (CART) algorithm. The result of his research shows that the statistical downscaling model of the monthly rainfall of Sembalun Station with the resulting Kernel nonparametric regression has consistency in prediction. Predictions of extreme rainfall have been carried out by Santri (2016) and Mulyati (2018). The result of the research by Santri is SD modeling with quantile regression using the Least Absolute Shrinkage and Selection Operator (LASSO) for rainfall data in Indramayu Regency which result in a predictive value that is more consistent with changes in time when compared to the main component regression model based on the RMSEP criteria. The result of Mulyati's research is that SD modeling using kernel quantile regression model with GCM-lag predictor and kernel quantile regression model using the main components of GCM-lag produce relatively the same and consistent predictions in predicting extreme rainfall. Based on the consideration that ridge regression can overcome multicollinearity and the kernel method is a method that does not require linear, stationary and normal data properties, in this study, SD modeling with kernel ridge regression (RKR) is carried out in this study. RKR modeling in this study uses the Gaussian Radial Basis Function (RBF) kernel. This study aims to apply SD modeling with kernel ridge regression to predict rainfall in West Java province and to compare the kernel ridge regression model with the ridge regression model.
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II. METHOD

A. Data
Data used in this study is the GCM monthly precipitation data released by the Climate Forecast System Reanalysis (CFSR) with GCM domains measuring 5×8 grids (2.5°×2.5° for each grid) in 1981-2009. Local rainfall data in West Java province is used as a response variable that was issued by the Meteorology, Climatology and Geophysics Agency (BMKG) in 1981-2009. Local rainfall data in West Java province is divided into 2 parts based on plain elevation, namely lowlands (0-200 masl) and highlands (> 200 masl).

B. Procedure of Analysis
Data analysis is performed using python 3 software. The stages in this study are as follows.
1. Data preparation stage
   a. Identifying predictor variables obtained from the GCM output data and response variables obtained from the BMKG website.
   b. Combining the predictor variables and response variables into new data.
   c. Grouping the data into 2 parts, namely the lowlands (0-200 masl) and the highlands (more than 200 masl).
2. Ridge regression modeling stage
   The RR model is as follows:
   \[
   \hat{y} = X(X^TX + \lambda I)^{-1}X^Ty
   \]
   Ridge regression modeling is carried out on lowlands data and upland data with the following stages:
   a. Choose the optimum lambda value with the smallest cross validation value.
   b. Ridge regression modeling on modeling data based on selecting the optimum lambda and sigma values.
3. The kernel ridge regression modeling stage (RKR)
   The RKR model is as follows:
   \[
   \hat{y} = ZZ^T(ZZ^T + \lambda I)^{-1}y
   \]
   Ridge regression modeling is carried out on lowlands data and highlands data with the following stages:
   a. Transforming GCM output data by mapping \( \phi : \mathbb{R}^p \rightarrow \mathbb{R}^q \)
   b. Using the kernel method (Gaussian kernel radius basis function) to solve vector multiplication
   c. Choosing the optimum lambda value and sigma value with the smallest cross validation value.
   d. Kernel ridge regression modeling on modeling data based on selecting the optimum lambda and sigma values.
4. The model comparison stage
   Comparing kernel ridge regression and ridge regression based on the root mean squared error prediction (RMSEP) value with the formula
   \[
   RMSEP = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (y_i - \hat{y}_i)^2}
   \]
   and the correlation value between actual rainfall and predicted rainfall with formula
   \[
   r_{y_i \hat{y}_i} = \frac{n \sum_{i=1}^{n} y_i \hat{y}_i - (\sum_{i=1}^{n} y_i)(\sum_{i=1}^{n} \hat{y}_i)}{\sqrt{[n \sum_{i=1}^{n} y_i^2 - (\sum_{i=1}^{n} y_i)^2][n \sum_{i=1}^{n} \hat{y}_i^2 - (\sum_{i=1}^{n} \hat{y}_i)^2]}}
   \]
5. Model consistency test stage
   Test consistency of the model using RMSEP and Correlation

III. RESULT

A. Data Exploration
The highest average rainfall in the lowlands occurs in January, which is 274.56 mm/month with a minimum value of 118.58 and a maximum value of 415.67 and a standard deviation of 88.87. In the highlands, the highest average rainfall also occurs in January at 401.11 with a minimum value of 166.03 and a maximum value of 591.75 and a standard deviation of 108.62. This shows that January is the peak of the rainy season in the lowlands and highlands. This is inversely proportional to August, which has the lowest average rainfall on both plains.
Figure 2 shows that the box-line diagram forms the letter U. This shows that West Java province has a monsoon rain pattern. The monsoon rain pattern is a rain pattern that occurs in areas that have a clear difference between the rainy season and the dry season. Pribadi (2012) states that the rainy season has an average monthly rainfall intensity of greater than 150 mm/month. Therefore, November to April is the rainy season in the lowlands, and October to May is the rainy season in the highlands. The two plains have clear differences between the seasons.
B. Kernel Ridge Regression

Kernel ridge regression is a combination of kernel method and ridge regression. The kernel function used in this study is the Gaussian Radius Basis Function (RBF) kernel function. The formation of the RKR model in the low and highlands uses the optimum λ and σ values. Determination of the optimum λ and σ values is by selecting the minimum value from cross validation.

In the lowlands, the optimum λ and σ values are 0.0001 and 150 for modeling data in 1981-2008, 0.0001 and 200 for modeling data in 1981-2007, 0.0001 and 150 for modeling in 1981-2006. The optimum λ and σ values are used to predict rainfall. Based on the prediction results, the obtained RMSEP value is quite small which is 25.08 for validating data in 2009, 40.86 for validating data in 2008-2009, and 45.71 for validating data in 2007-2009. Moreover, correlation value obtained is very high which is 0.99 for validating data in 2009, 0.96 for validating data in 2008-2009, and 0.95 for validating data in 2007-2009.

In the lowlands, the optimum λ and σ values are 0.0001 and 100 for modeling data in 1981-2008, 0.0001 and 200 for modeling data in 1981-2007, 0.0001 and 200 for modeling data in 1981-2006. The optimum λ and σ values are used to predict rainfall. Based on the prediction results, the obtained RMSEP value is quite small which is 38.36 for validating data in 2009, 54.64 for validating data in 2008-2009, and 66.81 for validating data in 2007-2009. Moreover, correlation value obtained is very high which is 0.98 for validating data in 2009, 0.96 for validating in 2008-2009, 0.93 for validating in 2007-2009. The small RMSEP value indicates that the predicted rainfall value of the RKR model has a small difference with the actual rainfall value, while the high correlation value indicates that the predicted rainfall pattern of the RKR model follows the actual rainfall pattern.

C. Comparison of RKR and RR

Rainfall prediction obtained by RKR will be compared with rainfall prediction obtained by RR. This comparison is done to see the prediction of a better model in terms of the smallest RMSEP value and the largest correlation. Table 1 shows the comparison of RKR and RR on the prediction of rainfall in the lowlands of West Java with validating data in 2009, 2008-2009, and 2007-2009.

Based on Table 1, it can be seen that the RMSEP value of the RKR model is smaller than the RR model. The RMSEP value of the RKR model is 25.08 for validating data in 2009, 40.86 for validating data in 2008-2009, and 45.71 for validating data in 2007-2009. The correlation value of the RKR model is greater than the RR model. This shows that for different validation data, the RKR model is better than the RR model for predicting rainfall in the lowlands of West Java.

<table>
<thead>
<tr>
<th>Modeling Data</th>
<th>Validating Data</th>
<th>RKR</th>
<th>RR</th>
</tr>
</thead>
<tbody>
<tr>
<td>1981-2008</td>
<td>2009</td>
<td>84.29</td>
<td>25.08</td>
</tr>
<tr>
<td>1981-2007</td>
<td>2008-2009</td>
<td>84.71</td>
<td>40.86</td>
</tr>
<tr>
<td>1981-2006</td>
<td>2007-2009</td>
<td>93.39</td>
<td>45.71</td>
</tr>
</tbody>
</table>

Table 2 shows the comparison of RKR and RR in the prediction of rainfall in the West Java highlands with the validating data in 2009, 2008-2009, and 2007-2009. The RMSEP value of the RKR model is smaller than the RR model. The RMSEP value of the RKR model is 38.36 for validating data in 2009, 54.64 for validating in 2008-2009, and 66.81 for validating data in 2007-2009. The correlation value of the average RKR model is greater than the RR model. This shows that in different validation data, the RKR model is better than the RR model for predicting rainfall in the highlands of West Java.
Table 2 Comparison of RKR and RR models in highlands

<table>
<thead>
<tr>
<th>Modeling Data</th>
<th>Validating Data</th>
<th>RKR</th>
<th>RR</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RMSEP</td>
<td>Correlation</td>
<td>RMSEP</td>
</tr>
<tr>
<td>1981-2008</td>
<td>121.65</td>
<td>0.98</td>
<td>38.36</td>
</tr>
<tr>
<td>1981-2007</td>
<td>133.62</td>
<td>0.96</td>
<td>54.64</td>
</tr>
<tr>
<td>1981-2006</td>
<td>137.29</td>
<td>0.85</td>
<td>66.81</td>
</tr>
</tbody>
</table>

D. Model Validation and Consistency

The RKR model and RR model will determine which model is better in predicting rainfall. Figure 3 and Figure 4 show the RMSEP value and correlation for the RKR and RR models for prediction within one-year in the lowlands and highlands of West Java. Based on Figure 3 and Figure 4, the RMSEP value obtained by RKR is consistently smaller than the RR model in different validating data. Based on Figure 3, it shows that the correlation obtained by the RKR model is consistently greater than the RR model. Figure 4 shows that the correlation values obtained by the RKR and RR models are not significantly different. This shows that the RKR model is consistently better than the RR model for predicting rainfall within 1 year in West Java.

Figure 3 Bar charts of (a) RMSEP and (b) Correlations for the RKR and RR models in the lowlands of West Java for one-year prediction

Figure 4 Bar charts of (a) RMSEP and (b) Correlations for the RKR and RR models in the highlands of West Java for one-year prediction

Figure 5 and Figure 6 show the RMSEP values and correlations for the RKR and RR Models for predictions over a two-year period in the lowlands and highlands of West Java. Based on Figure 5 and Figure 6, the RMSEP value obtained by RKR is consistently smaller than the RR model on different validation data. Figure 5 shows that the correlation obtained by the average RKR model is greater than that of the RR model. Figure 6 shows that the correlation values obtained by the RKR model and RR model are not significantly different. This shows that the RKR model is consistently better than the RR model for predicting rainfall within 2 years in West Java.
Figure 5 Bar charts of (a) RMSEP and (b) Correlations for the RKR and RR models in the lowlands of West Java for two-year prediction.

Figure 5 Bar charts of (a) RMSEP and (b) Correlations for the RKR and RR models in the highlands of West Java for two-year prediction.

Figure 7 and Figure 8 show the RMSEP values and correlations for the RKR and RR Models for predictions over a period of 3 years in the lowlands and highlands of West Java. Based on Figure 7 and Figure 8, the RMSEP value obtained by RKR is consistently smaller than the RR model on different validation data. Based on Figure 7, it shows that the correlation obtained by the RKR model is consistently greater than the RR model. Figure 8 shows that the correlation value obtained by the average RKR model is greater than the RR model. This shows that the RKR model is consistently better than the RR model for predicting rainfall within 3 years in West Java.
The consistency of the RKR model can also be measured from the standard deviation of the correlation value in the modeling data and validation data at different times. The smaller the standard deviation, the more consistent the model is (Wigena 2006). The standard deviation obtained by the RKR model for one-year predictions is 0.05 in the lowlands and 0.03 in the highlands. The standard deviation obtained by the RKR model for the two-year prediction is 0.02 in the lowlands and 0.02 in the highlands. The standard deviation obtained by the RKR model for the three-year prediction is 0.02 in the lowlands and 0.04 in the highlands. The standard deviation value obtained is very small. This indicates that the RKR model is quite consistent in predicting rainfall in West Java for the next one, two, and three years.

IV. CONCLUSION

The RKR model is better than the RR model for predicting rainfall in West Java for the next one, two, and three years. This is based on the RMSEP value of the RKR model which is smaller than the RMSEP model of the RR and the correlation value of the RKR model which is greater than the correlation of the RR model.
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