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        Abstract— Diabetic Retinopathy (DR) is a complication of diabetes that affects the eyes. It's caused by damage to the blood 
vessels of the light sensitive tissue at the back of the retina. The success rate of its curability solemnly depends on the early stage 
diagnosis or else it will lead to blindness. DR lesions are detected using Bag Of Visual Words (BoVW) model. Features are extracted 
using Speeded Up Robust Features (SURF).K-Means clustering is used for creating visual dictionary. Fisher vector encoding and Max 
pooling technique is used for creating Bag of Visual Words (BOVW). Finally SVM is used for lesion classification. 

        Index Terms— Bag of visual words, Diabetic retinopathy, Encoding, Lesion detectors, SURF, SVM,Visual dictionary.  

1 INTRODUCTION                                                                      
ue to modern living style, most of the people are getting 
affected with Diabetes. The World Health Organization 
report shows that 135 million people have diabetes and 

the number of people with diabetes will increase to 300 mil-
lion by the year 2025.Diabetic Retinopathy (DR) is a most 
common Diabetic eye disease, which affects the eyes. It occurs 
due to damage in the capillaries of the light sensitive tissue at 
the back of the eye i.e. retina. Even if the person does not have 
Diabetic Retinopathy itself, diabetes will affect the vision. Rap-
id changes in blood sugar alter the shape of eye's lens, and the 
image on the retina will become out of focus. After blood sug-
ar stabilizes, the image will be back in focus. 
Normal Retinal Fundus image is shown in Fig .1. Due to dia-
betic retinopathy characteristics of the blood vessels will 
change and different parts of the retina get damaged .This 
creates lesions such as microaneurysms, exudates, and hemor-
rhages as shown in Fig. 2. During the initial stage, most people 
do not notice any change in their vision. This stage is called 
Non Proliferative Diabetic Retinopathy (NPDR).As the disease 
progresses, Non Proliferative Diabetic Retinopathy move into 
the advanced proliferative stage.ie called Proliferative Diabetic 
Retinopathy (PDR). 
       Without timely treatment, these new blood vessels can 
bleed, cloud vision, and destroy the retina. Non Proliferative 
Diabetic Retinopathy shows up as Cotton Wool pots or as Su-
perficial Hemorrhages. It should be monitored with regular 
checkups otherwise it leads to blindness. 
        The development of a Automatic Diabetic Retinopathy 
Detection system that identifies different DR related lesions 
has been described using a bag-of-visual-words model 
(BOVW) based upon visual dictionaries [9], [12].Bag of Words 
(BOW) is a popular approach which transforms local image 
descriptors into image representations that are used in classifi-
cation. To date, a number of encoding techniques such as Soft 
Assignment [10], Approximate Locality constrained Soft As 
signment, Sparse Coding [3] have been developed. It is 

showed that recently developed Fisher vector encoding [1] 
technique outperforms the existing encoding technique.  
 
 

 
 
 
 
 
 
 
 
 

                      Fig.1. Normal Retinal Fundus Image 
     
 
 

Fig. 1.Normal Retinal Fundus Image 

 
 
 
 
 
 
 
 
 
 
 
    
 
 
 

Fig.2. Retinal Fundus Image Containing DR Lesions 
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2   PROPOSED METHODOLOGY 

2.1 Proposed Diabetic Retinopathy Lesions Detection 
Scheme 

 The proposed DR Lesion detection scheme comprises of three 
main steps namely Feature extraction, Bag of Visual Words 
creation and SVM based classification. Diabetic Retinopathy 
Lesions are detected using a Bag of Visual Words (BoVW) 
model. These model works by detecting a large number of 
feature vectors around points of interests in the images and 
assign these vectors to visual words based on visual diction-
ary. Fig. 3. shows the process of detecting the DR lesions. Fea-
tures in DR affected images and normal images are extracted 
using Speeded Up Robust Features.Clustering is done using 
K-Means Clustering Algorithm for creating a visual diction-
ary, representing the normal images and the images with le-
sions. After creating the visual dictionary, Fisher Vector En-
coding technique is used to create the BoVW features, which 
feeds a 2 class SVM [9] classifier. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.3.Proposed Lesion Detector 

2.2 Feature Extraction  

2.2.1 Speeded Up Robust Features (SURF) 
Speeded Up Robust Features are used for feature extraction. 
Interest points are selected at different locations in the image, 
such as corners, blobs. The important property of an interest 
point detector is its repeatability.  

Integral Image  
The entry of an integral image    I∑(x) at a location x = (x, y) 
represents the sum of all pixels in the input image I within a 
rectangular region formed by the origin and image coordi-

nates(x, y). It is given as 
 
    (1) 
 
 
For example, the summation of the shaded region in input 
image can be calculated using Integral image. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.4.Input Image 

 
       Every pixel in an integral image is the summation of the 
pixels above and to left of it. Once the integral image has been 
computed, it takes three additions to calculate the sum of the 
intensities over any rectangular area. The summation of the 
shaded region in input image Fig.4 can be calculated using 
four reference values of the rectangular region in the corre-
sponding integral image shown in Fig.5. The calculation be-
comes    46 – 22 – 20 + 10 = 14. It subtracts the regions above 
and to the left of the shaded region. The area of overlap is 
added back to compensate for the double subtraction 

 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.5. Integral Image 

 

Hessian Matrix  
Hessian matrix is a square matrix of second order partial de-
rivatives  of a function. SURF uses a Hessian based blob detec-
tor to find the interest points. For a Given a point X= (x, y) in 
an image I, the Hessian matrix  H(X,σ) in a point X at scale σ is 
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defined as     
 
           (2) 
 
 
 
      LXX (X,σ  ) is the convolution of  Integral image with the 
second derivative of the Gaussian kernel. 
 
                                                                                                        (3) 

 
      Determinant of the Hessian matrix is used to select the 
scale. A 9x9 Gaussian kernel is used. 

Orientation Assignment 
Sliding window of  size п/3 is shown in Fig. 6. Sliding win-
dow of size п/3 is used to find the orientation of interest point 
along the scale. Haar wavelet  responses in x and y direction 
within a circular neighbourhood of radius 6s around the inter-
est point is calculated. The wavelet response in x and y direc-
tion is referred as dx and dy respectively. The horizontal and 
vertical responses within the window are summed. The two 
summed responses gives a local orientation vector. The largest 
such vector over all windows gives the orientation of the in-
terest point. 

 
               
 
 
 
 
 
 
 
 
 
 

Fig. 6. Sliding Window 

SURF Descriptor 
The first  step consists of constructing a square region centred 
around the interest points. The size of the square region is 
20s.The region is split into  4x4 sub regions. For each sub re-
gion, Haar wavelet response is calculated at 5x5 regularly 
spaced sample points. The Haar wavelet response in x and y 
direction is referred as dx and dy respectively.|dx| and |dy| 
gives the polarity of the intensity changes. Four dimensional 
descriptor  vector v is calculated for all sub regions using the 
equation (4). 
                                                                                                                                                                                                     
                                                                                                         (4) 
 
 Concatenating this for all 4 x 4 sub regions, gives a descriptor 
vector of length 64. 

2.2.2 Bag Of Visual Words Creation  

a) K-Means Clustering 
The K-means algorithm is the most popular and one of the 

simplest clustering algorithm. It follows simple iterative steps 
to classify entire data set into some fixed number of clusters 
(assume k). 
 

 

              Fig. 7. K-Means Principle  

 

K-Means: Setup 
1. Initialize K cluster centers  
2. It computes the Euclidean distance from each of the 

feature vector to cluster centre and assigns them to 
the cluster with the smallest distance 

3. Recalculate the k new cluster centres as the Centroid 
4. Repeat steps (2) and (3) until the convergence is 

reached. 
5. Dissimilarity measure: Euclidean distance Euclidean 

distance is the distance  between two points 
in Euclidean Space 

The associated norm is called the Euclidean norm. 
                              
                                                                                                  (5) 

 
Where X1, X2,…,XN is the vector of observation. C(i) is the 
cluster number.mk is the cluster center. k-means algorithm 
classify each member of a given set of input data into given 
number of clusters. Fig.8. explains the concept of clustering. K-
means Algorithm find the distances between samples and 
cluster centres. Based on the minimum distance it performs 
the clustering. First step distributes samples into the clusters, 
second step update cluster centers. Each sample is assigned to 
the cluster, which centre is the nearest in given metric. Up-
dation of cluster centres is performed by computing arithme-
tic mean value of all the samples belonging to the cluster. 
These two steps are performed iteratively until no changes in 
position of the cluster centres.  
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                    Fig .8.K-Means Clustering 

b) Coding and Pooling 
Visual dictionary is created using k-means clustering algo-
rithm. Centroids of the clusters are used as the visual words in 
the dictionary.  Once the Visual dictionary is created it can be 
represented as The size of the dictionary is 500. 
                     C=C{i}, where i=1,2,…,M.  
M is the size of the dictionary, and the dictionary size is 500. 
The coding step creates the BoVW feature vector 

 Fisher Vector Encoding 
     FV uses Mixture of Gaussians as a dictionary. K compo-
nents θ=θ1,θ2 ,……..,θK=((w1,m1,σ1)…..(wk,mk,σk)) are  used each 
consisting of mixing probability, mean, and standard devia-
tion. First and second order statistics are determined using the 
following equation. 
 
 
                                                                                                        (6) 
 

Concatenation of per cluster statistics forms the midlevel 
feature. 

 
 
                                                                                                    (7) 
 

  Where Фk is given as 
 
 
                                                                                                         (8) 
 
 
expression p(mk|x,θ) is the membership probability of mean 
mk being selected given descriptor x and parameters θ.  

Pooling 
Pooling is the process of aggregating several local descriptor 
encodings into a single representation. Pooling is typically 
achieved by either summing/averaging or by taking the max-
imum response. The pooling step takes place after the coding. 
                     g:{αj};    j= 1,2,…,N.                                                  (9) 
 
  αj represents the  codeword assigned to the local feature vec-
tor xj 

Max Pooling 
Max pooling [2] selects the largest value among the mid level 
features corresponding to visual words. 

 
                g({αj})=Z   ; Zm  =Max(αmj)                                           
(10) 
 
      Z be the final Bag Of Visual Words (BOVW) vector repre-
sentation, this will be given to the Support Vector  (SVM) clas-
sifier.The encoded output is finally given to the SVM for clas-
sification. 
 

2.2.3 Support Vector Machine (SVM)   
Support Vector Machine is a powerful methodology for solv-
ing problems in non linear Classification. Support vector ma-
chine (SVM) is used  when data has exactly two classes. Prin-
ciple of SVM is given in Fig .8. SVM classifies data by finding 
the best hyper plane that separates all data points of one class 
from those of the other class. The best hyper plane for an SVM 
means the one with the largest margin between the two clas-
ses. Margin is the maximal width of the slab parallel to the 
hyper plane that has no interior data points. Support vectors 
are the data points that are closest to the separating hyper 
plane. These points are on the boundary of the slab. ‘+’ indi-
cate data points of type 1, and ‘-’indicate data points of type –
1. 
  
 
 
              
 
 
 
 
 
 
 
 
 
 
 
 

Fig.9. SVM principle 

1) Mathematical Formulation 
          The data for training is a set of points xi along with 
their label yi.  yi = ‘ 1’or  ‘-1’.  
         The equation of a hyper plane is 
 
 
                                                                            (11) 
 
w is called the weight vector and b is the bias. 
Assume that all data is at least distance 1 from the hyper 
plane, then the it follows the two constraints given below 
 for a training set  {(xi , yi)}  
 
 
                                                                                                       (12)                                                                                                                                           
 
                                                                                                       (13) 
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SVM classifies the given data points into two groups. The data 
points greater than ‘1’ are classified into one type of class and 
the data points less than ‘-1’ are classified into another class. yi    

represents label of each class. 
          The best solution for w and b enables a classification 
using the following equation. 
 
                                                                                                        (14) 
 
The given data point is classified into class 1 or class2 accord-
ing to the equation (14) 

3 PERFORMANCE MEASURE 
SVM is trained using DR1 dataset and tested using DR2 da-
taset. The terms used to measure the test performance are true 
positive (TP), true negative (TN), false positive (FP), false neg-
ative (FN). 
          The performance measures are given by 
 
 
  
 
 
 
 
 
 
      

 4 RESULTS AND DISCUSSION 
To evaluate the performance of the proposed system, perfor-
mance measures such as sensitivity, specificity and accuracy 
are calculated. Dataset DR1 is used for training and DR2 da-
taset is used for testing. Totally 250 Samples were taken from 
the dataset.100 images are used for training and 150 images 
are used for testing. Then the SVM classifier is trained with 
training data set.  

4.1 Database 
Two different datasets, DR1 and DR2, were used. It has 1077 
retinal images with resolution of 640x480 pixels. Of which 595 
images are normal and 482 images have at least one disease, 
234 images contain hard exudates, 139 images contain drusen, 
73 images contain cotton wool spots ,102 Image contain Super-
ficial Hemorrhages ,146 Deep Hemorrhages and 180 images 
contain red lesions. 
     Dataset DR2 has 520 images with resolution of 867x575 pix-
els. Among the 520 images, 300 are normal and 149 have at 
least one lesion, 79 images contain hard exudates, 98 images 
has red lesions, 50 images contain drusen and17 images con-
tain cotton wool spots.  

4.2  INTEREST POINTS DETECTION AND FEATURE EXTRACTION 
 Speeded Up Robust Features (SURF) [15] is used to detect the 

points of interest (POI) in the images .Using a training image 
samples two sets of SURF features are extracted from normal 
and abnormal images. SURF is a Sparse feature extraction 
method, where interest points detectors are used to identify 
structures such as corners and blobs.Features are extracted 
From image patch around interest points. It can describe ob-
jects richly than SIFT. Fig .10shows the features Extracted us-
ing SURF. 

       
    
 
 
 

 

Fig.10. Input Image (Normal) 

 
                
 
 
 

 

Fig.11.Interest points detection and Feature Extraction(Normal) 

 

 
 
 
 

 

Fig.12. Input Image (Hard Exudates) 

 
 
 

 

 

Fig.13.Interest points detection and Feature Extraction (Hard Exudates) 

    
 More number of features can be detected using SURF.SURF 
has less computational complexity than SIFT.  

4.3 Bag Of Visual Word Creation and Classification 
K-Means Clustering is done for creating visual dictionary. The 
size of the dictionary is 500.Using fisher vector encoding 
BoVW features are created. Finally SVM classifier is used for 
classification, which will classify the image into normal and 
abnormal image based on the BoVW features. The images 
with lesions are abnormal and images without lesions are 
Normal. 
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TABLE 1 

ACCURACY COMPARISON BETWEEN SURF+ SOFT ASSIGNMENT    

ENCODING AND SURF+FISHER VECTOR ENCODING TECHNIQUE 

 
The Accuracy obtained for each Lesion Detector is given in 
Table 1. 

 

TABLE 2 

PERFORMANCE MEASURE USING SURF+ FISHER VECTOR 

ENCODING TECHNIQUE 
 
 
 

 
The Results shows that Fisher vector Encoding technique 
gives better performance than soft Assignment Encoding.  
 
     From this Results It is found that Fisher vector Encoding 
technique gives high Lesion classification Accuracy. 

5   CONCLUSION 
Diabetic Retinopathy is caused by complications of diabetes 
mellitus, which eventually lead to blindness. It affects up to 
80% of all patients who have diabetes for 10 years or more.  
SURF is used to detect the points of interest in the image and  

Features are extracted around interest points using SURF.K-
Means clustering is done for creating visual dictionary. Fisher 
vector encoding technique and MAX pooling is used for creat-
ing Bag of Visual words. Features selected were passed into 
the support vector machine (SVM) classifier which classifies 
the images into normal and abnormal. Six Lesion detectors 
such as Hard Exudates, Drusen, Red Lesions, Cotton Wool 
Spots, Superficial Hemorrhages and Deep Hemorrhages were 
considered.  Performance Evaluation was done. The Results 
shows that Lesion classification Accuracy is improved using 
Fisher vector Encoding technique. 
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