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Abstract- Prediction of daily peak load for next month is an important type of Medium Term Load Forecast (MTLF) for electrical power systems. In this study, a new MTLF strategy is proposed, which is composed of a new two stage feature selection technique and hybrid forecast engine. New nonlinear feature selection algorithm composed of Modified Relief (MR) and Mutual Information (MI) techniques is proposed for the MTLF and proposed forecast engine has MLP structure and a new hybrid training mechanism composed of LM learning algorithm and Differential Evolution (DE). Two test cases are considered to evaluate the efficiency of the proposed MTLF strategy: EUNITE competition data and Iran’s power system.
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I. INTRODUCTION

Electrical power systems need to operate at high efficiency in deregulated electricity markets wherein the participating companies such as electricity generators and retailers have to compete in order to maximize their profits. A forecast that exceeds the actual load may lead to extra power being generated and therefore may result in excessive investment in electric plant that is not fully utilized. On the other hand, a forecast that is too low may lead to some revenue loss from sales to neighboring utilities. Hence, for economically efficient operation and planning of power systems, load forecasting should be accomplished over a broad spectrum of time intervals. In general, the load forecast of electric power systems can be categorized into short term, medium term and long term forecasts. Short Term Load Forecasting (STLF) represents a great saving potential for economic and secure operation of power systems [1]. Medium Term Load Forecasting (MTLF) provides important information for power system planning and operations. Long Term Load Forecasting (LTLF) is useful for planning operations and investment planning.

As STLF is important for the daily operation of generation and distribution facilities, it has been widely studied in the last decades [2]. On the other hand, only a few works can be found in the literature about mid-term demand forecasting. A brief review of the previous MTLF research works can be found in our previous study. This study focuses on the daily peak load prediction of power systems for up to one month ahead. This kind of MTLF is important for electric power utilities as it is used in e.g., maintenance scheduling, management of limited energy units, hydrothermal coordination, adequacy evaluation, security assessment, development of cost efficient fuel purchasing strategies and advantageous negotiations with other companies and reduces financial risks. Moreover, the economic impact of this load forecast is significant and more pronounced in a deregulated energy market. In competitive markets like California, where energy is traded, the accurate MTLF can provide an advantage in negotiations and assist in the development of bilateral contracts. Prediction of daily peak loads can be also useful for congestion management of electricity markets. On the other hand, daily peak load is a complex signal due to, e.g., its nonlinear, non-stationary and volatile behavior including high frequency components. Besides, lack of sufficient data usually further complicates this kind of MTLF. So, there is an essential need for more accurate MTLF methods.

It is noted that some previous studies considered daily peak load forecasting as a part of STLF. However, their forecast horizon is usually limited to one step ahead, i.e., the next day (Amjadi, 2001), or at most one week ahead (Yalcinoz and Eminoglu, 2005). We consider daily peak load prediction for one month ahead, a MTLF problem also mentioned in (Chen et al., 2001; Doveh et al., 1999). Moreover, major differences are seen between these two forecasts. For instance, peak load forecast of the next day or at most next week can be performed by means of predicted hourly loads around it (Amjadi, 2001) or a limited number of lagged daily peak loads (e.g., 5 days ago) (Yalcinoz and Eminoglu, 2005). However, for one month ahead, prediction of hourly loads is not practicable due to propagation of forecast error. Besides, we will show that much more lagged peak loads should be considered for this kind of forecast.

In this study, a well-organized feature selection technique is proposed, which can significantly enhance the accuracy and stability of the MTLF. In spite of previous linear feature selection techniques, such as principal component analysis and correlation analysis, it can consider nonlinearities of the daily peak load signal. The proposed feature selection technique can evaluate both relevancy and redundancy of candidate inputs and select the most informative subset among them. The selected features by the proposed technique are fed to the proposed forecast engine owning MLP structure and a new hybrid training mechanism composed of LM learning algorithm and Differential Evolution (DE). The proposed hybrid forecast engine can benefit from both good convergence behavior and high exploration capability.

The remaining parts of the study are organized as follows. In the 2 section, complexities of daily peak load signal and its relevant inputs are described. Then our proposed data model is presented. In the 3 section, at first a candidate set of inputs is...
constructed based on the data model. By removing irrelevant and redundant candidate inputs among the set by a new two stage feature selection algorithm, a subset of the most effective inputs is obtained and considered for the forecast engine. In the 14 section, the proposed forecast engine with a new hybrid training mechanism is introduced. Obtained numerical results from the proposed MTLF strategy, including the two stage feature selection algorithm and hybrid forecast engine, for EUNITE and Iran’s power system are presented and discussed in section 5. Section 6 concludes the study.

The problem description: MTLF strategies and methods may be classified into two broad categories, namely, conditional models and autonomous models. In the first category, economic analysis plus management, planning and forecasting of energy demand and energy policies are the main focus of researchers. These forecasts are used to develop medium term management strategies and minor infrastructure adjustments. Conditional models attempt to relate the electricity demand growth to the other variables, namely economic indicators. The second category (autonomous models) attempt to relate future growth of electricity demand of a system based on its past growth. The methods in this category use past loads and weather information to forecast future electricity demand. Our methodology is in the second group, i.e., the economic indicators are not considered in our model. Economic indicators and electrical infrastructure measures are usually useful for LTLF and MTLF with long forecast horizon, e.g., prediction of annual peak load for at least one year ahead (Tsekouras et al., 2006). However, in the daily peak load forecasting for the next month, these indicators are not effective, since the forecast horizon is too short to observe the effect of the indicators. Besides, as described in) prediction of economic indicators is itself a complex task.

The experience of many utilities indicates that the weather elements, such as temperature, humidity and wind, in a decreasing order of importance, influence electricity demand. However, use of these variables in the MTLF depends on availability of their data. So, we will consider weather parameters in the candidate input set of the MTLF as much as the data of these parameters are available.

Finally, some MTLF works considered a few calendar indicators as the inputs of their forecast methods. However, for more input features, NNs usually require more training samples to extract input/output functional relationships (Amjadiy, 2001), while we have limitation on the training set for the MTLF problem. So, a minimum set of calendar indicators containing a daily and a seasonal indicator are included in the candidate input set of the MTLF in this research work. The Daily Calendar Indicator (DCI) is defined as follows:

\[
DCI = \begin{cases} 
-1 & \text{for weekends and public holidays} \\
0 & \text{for working day before a weekend or public holiday} \\
1 & \text{if working days} 
\end{cases} 
\]

(1)

Three types of days are discriminated by DCI. Weekends and public holidays usually have lower load levels than working days. Load level of working day before a weekend or public holiday is between these two extreme cases. It is noted that DCI = 1 indicates working days other than those which are before a weekend or public holiday (DCI = 0). The Seasonal Calendar Indicator (SCI) is as follows:

\[
SCI = \begin{cases} 
-1 & \text{winter season (DCI = 0)} \\
0 & \text{fall and spring seasons (DCI = 1)} \\
1 & \text{summer season (DCI = 2)} 
\end{cases} 
\]

(2)

SCI discriminates cold (winter), middle (fall and spring) and warm (summer) seasons.

By aggregating the above explanations, we reach a multi-variable model for the MTLF problem including the historical information of daily peak load, weather conditions and calendar indicators. This multi-variable model is considered for the next section.

The proposed feature selection: A. Construction of the Candidate Set of Inputs As described in the previous section, our multivariable model for the MTLF problem includes lagged values of daily peak load signal (as the auto-regression part), lagged and forecast values of weather parameters such as temperature (provided that their data is available) and calendar indicators including DCI and SCI. The weather parameters and calendar indicators constitute the cross-regression part or exogenous variables for the MTLF process. Considering such a large set of candidate inputs enables us to employ the maximum information content of the available data such that no likely informative feature is lost. For instance, suppose that only data of average daily temperature among weather parameters is available. Average daily temperature is usually recorded by weather bureaus. So, if only two months historical data are considered, we reach the following set of candidate inputs for the prediction of daily peak load for each forecast day:

\[
\{L(d-1), L(d-2), \ldots, L(d-60), T(d), T(d-1), T(d-2), \ldots, T(d-60), DCI, SCI\}
\]

where, L(d-1), L(d-2),..., L(d-60) indicates lagged loads up to two months ago; T(d) represents predicted average daily temperature for the next day (forecast day); T(d-1), T(d-2),..., T(d-60) are lagged temperatures up to two months ago; DCI, SCI are two calendar indicators defined in (1) and (2). So, we reach a large set including 60+1+60+2 = 123 candidate inputs. However, this large set of inputs is not directly applicable to any forecast engine. So, the set of candidate inputs should be refined by the feature selection technique such that the most informative features are selected and the other unimportant candidates are filtered out.

Feature selection is usually a key issue for the success of a forecast process. For MTLF, where many candidate inputs are involved, the importance of an efficient feature selection technique is pronounced. However, selecting the best set of input features for MTLF in the previous works has been carried out in a discretionary way, mainly based on trial-and-error procedures or at most correlation analysis. Correlation analysis is a linear statistical analysis method. The other feature selection techniques used for load forecast (including both STLF and
MTLF) such as Principal Component Analysis (PCA) and sensitivity analysis are also linear analysis methods (Shahidelpour et al., 2002; Saini, 2008). Moreover, these feature selection techniques can only evaluate relevancy between target variable (here, daily peak load of the next day) and candidate inputs. In this way, redundant inputs may be selected which can complicate the training process and degrades the discrimination capability of the forecast engine.

On the other hand, considering the fact that daily peak load is generally a nonlinear mapping function of its input variables, the previous linear feature selection techniques may not correctly rank the candidate set of input features and select the best subset among them. For instance, variation of daily peak load signal with temperature for Iran’s power system in year 1999 is shown in Fig. 1. This figure clearly indicates nonlinear variation of daily peak load with temperature. So, an efficient nonlinear feature selection technique is required for the MTLF. Furthermore, the feature selection technique should be able to evaluate both relevancy and redundancy of the candidate inputs.

In this study, a new nonlinear feature selection algorithm composed of Modified Relief (MR) and Mutual Information (MI) techniques is proposed for the MTLF. The proposed algorithm has two stages. In the first stage, the most relevant features among the candidate set of inputs are selected by the MR technique. Then, in the second stage, the redundant candidates among the selected subset of the first stage are filtered out by the MI technique. Hence, the outcome of the proposed feature selection technique is the most relevant features with minimum redundancy. In the following subsections B and C, the MR and MI techniques (irrelevancy and redundancy filters) are introduced, respectively. Then these two techniques are combined in the form of the proposed two stage feature selection algorithm and applied to the candidate set of inputs of the MTLF in the subsection D.

![Variation of daily peak load signal with temperature](image)

**Fig. 1: Variation of daily peak load signal with temperature for Iran’s power system in year 1999**

The first stage: Irrelevancy filter: The first stage of the proposed feature selection technique is an irrelevancy filter, which determines the subset of relevant features by removing irrelevant ones. The irrelevancy filter is based on a modified form of the Relief algorithm. The Relief algorithm is a non-linear feature selection method that uses instance based learning to assign a relevance weight to each feature. However, the original Relief algorithm can only be used for two class problems, but daily peak load is a continuous variable. In our previous work (Amjady and Daraee and Barardepour, 0000), we presented a modified version of the Relief algorithm for price forecast of electricity market that can be used for continuous output variables. Besides, the modified Relief algorithm can perform a more thoroughly search of the feature space to determine relevant candidate inputs compared with the original Relief algorithm. Mathematical details of the modified Relief algorithm can be found in (Amjady and Daraee and Barardepour, 0000). In this study, we use from this algorithm as the irrelevancy filter or first stage of the proposed two stage feature selection technique.

The modified Relief algorithm assigns a relevance weight to each candidate input. Then the candidates are ranked based on their weight values. The candidate inputs with the weight value larger than a threshold, denoted by irrelevancy threshold or ITH, are selected by the modified Relief algorithm and the other candidates are filtered out. This threshold is determined by the cross-validation technique, which will be described in the next section.

The second stage: Redundancy filter: The selected features by the irrelevancy filter may have redundant information. A redundant set of candidate inputs not only increases the computation burden of the learning algorithm, but also complicates construction of input/output mapping function for the forecast engine leading to degradation of its accuracy. Especially, considering limited historical data for price forecast, redundant features should be filtered out. The second stage of the proposed feature selection technique includes a redundancy filter, which filters out the redundant candidate inputs among the selected subset by the first stage (the irrelevancy filter). The redundancy filter is based on MI technique, which can measure common information between random variables without making any assumption about the nature of their underlying relationships (Peng et al., 2005); bearing in mind, it is essential to also consider nonlinear relations between random variables in the MTLF.

The MI technique, presented in this study, is a modified version of the MI method proposed in our previous work for price forecast of electricity markets (Amjady and Daraee and Barardepour, 0000). In the following, at first a brief description of MI criterion is presented and then our previous approach and current one are introduced.

The MI between two random variables \(x \in X\) and \(y \in Y\) can be interpreted as the information about \(y\) that we get by studying \(x\), or vice versa. Therefore, \(MI(x, y)\) is the information found commonly in two random variables \(x\) and \(y\), which is defined as follows (Peng et al., 2005):

\[
MI(x, y) = \int \int_{x, y \in Y} \frac{P(x, y)}{P(x)P(y)} \log \frac{P(x, y)}{P(x)P(y)} \, dy \, dx
\]

MI technique suffers from the curse of dimensionality for the MTLF problem. MI requires individual probability distribution of candidate inputs (e.g., \(P(x)\) and \(P(y)\)) and their joint probability distribution \((P(x, y))\). In the MTLF problem, candidate inputs (except DCI and SCI defined in (1) and (2), respectively) are continuous variables. Some of these candidates are considered relevant and selected by the irrelevancy filter (modified Relief) at the first stage. So, the MI based redundancy filter involves continuous candidate inputs. As described in the previous section, available history of the candidate inputs for
MTLF is limited. Constructing individual and joint probability distributions for the continuous candidate inputs with limited data is a complex task and suffers from low accuracy (Amjady and Daraeepour, 2000). Besides, MI also requires numerical integration of these probability distributions, as shown in (4), which intensifies the computational complexity of the MI based redundancy filter. Our solution for this problem is to incorporate data discretization as a preprocessing task. So, the continuous candidate features need to be properly discretized. For discretized random variables, (4) becomes as follows:

$$MI(x, y) = \sum_{i=1}^{m} \sum_{j=1}^{n} p(x_i, y_j) \log_{2} \left( \frac{p(x_i, y_j)}{p(x_i)p(y_j)} \right)$$

(5)

where, $x_i$, $i=1,\ldots,m$ and $y_j$, $j=1,\ldots,n$ are discrete values of random variables $x$ and $y$. In our previous work for electricity price, we used a binary discretization technique based on median for each variable in MI based feature selection. Half of the values of each variable are more than their median, which are rounded to 1 and the other half are less than it which are rounded to 0. The mathematical details of this MI based feature selection method can be found in (Amjady and Daraeepour, 2000). However, the binary discretization technique may not reflect all properties of the population (feature values). So, a better discretization method is proposed here. Suppose that for each variable $x$ selected by the irrelevancy filter, $\mu_x$ and $\sigma_x$ represent its mean value and standard deviation, respectively. Values of $x$ less than $\mu_x-\sigma_x$, between $\mu_x-\sigma_x$ and $\mu_x+\sigma_x$ and greater than $\mu_x+\sigma_x$ are rounded to -1, 0 and 1, respectively. More than three states can be also considered in the discretization of the continuous candidate inputs increasing the accuracy of the quantization process (analog to digital conversion). However, with more states, less historical data can be assigned to each state. So, the construction of the individual and joint probability distributions required for the computation of mutual information in (5) becomes more complex and inaccurate. Besides, the threefold discretization technique is also compatible with our discrete candidate inputs, i.e., calendar indicators, which are three state variables.

Considering the threefold discretization for the continuous candidate inputs, an auxiliary variable $u_{ij}$ corresponding to each pair of random variables $x_i$, $i=1,2,3$ and $y_j$, $j=1,2,3$ is defined as follows:

$$u_{ij} = 3x_i + y_j$$

(6)

Since each of $x_i$ and $y_j$ can have three states {-1,0,+1}, the auxiliary variable $u_{ij}$ can have 9 values, ranging from -4 to 4, as shown in Table 1. In this table, $u_{0,-4}$ counts number of data points (out of all samples) in which $u_{ij}=-4$. $u_{ij}-3$ up to $u_{ij}4$ are similarly defined. $L$ indicates number of all historical data points. For instance, for the daily peak load prediction problem with two years historical data, $L = 2 \times 365 = 730$. So, the nine states of the joint probability $P(x_i, y_j)$ can be easily computed as shown in Table 1. Besides, the three state individual probabilities $P(x_i)$ and $P(y_j)$ can be also determined as follows:

$$P(x_i = -1) = (u_{ij} -4 + u_{ij} -3 + u_{ij} -2) / L$$

(7)

$$P(x_i = 0) = (u_{ij} -1 + u_{ij} -0 + u_{ij} -1) / L$$

(8)

$$P(x_i = 1) = (u_{ij} + 0 + u_{ij} -1) / L$$

(9)

$$P(y_j = 0) = (u_{ij} -3 + u_{ij} -0 + u_{ij} -3) / L$$

(10)

$$P(y_j = 1) = (u_{ij} -2 + u_{ij} + 1 + u_{ij} -4) / L$$

(11)

$$P(y_j = 1) = (u_{ij} -2 + u_{ij} + 1 + u_{ij} -1) / L$$

(12)

Based on the above individual and joint probabilities, (5) can be written as follows:

$$MI(x, y) = \sum_{i=1}^{m} \sum_{j=1}^{n} P(x_i, y_j) \log_{2} \left[ \frac{P(x_i, y_j)}{P(x_i) \times P(y_j)} \right]$$

(13)

The individual probabilities of (13) are computed according to (7)-(12) and its joint probabilities are calculated based on Table 1. This formulation of MI technique can be implemented with low computation burden. By means of (13), we can compute MI between pairs of candidate inputs, which have been selected at the first stage by the modified Relief algorithm. Higher MI value of two variables means more common information content between them. If MI between two candidate inputs is larger than a threshold, denoted by redundancy threshold or RTH, these two candidates are considered redundant features.
Table 1: Representation of the auxiliary variable $u_{ij}$ in terms of discretized candidate inputs $x_i$ and $y_j$

$$
\begin{array}{ccc}
  y_{ij}, x_i & x_i = -1 & x_i = 0 & x_i = 1 \\
  y_j = 1 & P(x_i = -1, y_j = -1) & P(x_i = 0, y_j = -1) & P(x_i = 1, y_j = -1) \\
  & = u_{ij}/4/L & = u_{ij}/1/L & = u_{ij}/2/L \\
  y_j = 0 & P(x_i = -1, y_j = 0) & P(x_i = 0, y_j = 0) & P(x_i = 1, y_j = 0) \\
  & = u_{ij}/3/L & = u_{ij}/0/L & = u_{ij}/3/L \\
  y_j = 1 & P(x_i = -1, y_j = 1) & P(x_i = 0, y_j = 1) & P(x_i = 1, y_j = 1) \\
  & = u_{ij}/2/L & = u_{ij}/1/L & = u_{ij}/4/L \\
\end{array}
$$

Between two redundant candidates, the less relevant one with lower relevance weight value, obtained from the first stage (modified Relief algorithm), is eliminated and the more relevant one with higher weight value is retained. This process is repeated until no redundant candidate is found. In this way, the MI based redundancy filter can filter out redundant features among the selected set by the modified Relief algorithm. The threshold of the redundancy filter RTH is determined by the crossvalidation technique like the threshold of their irrelevancy filter ITH.

**Combination of the irrelevancy and redundancy filters:**

The proposed two stage feature selection technique, composed of the irrelevancy and redundancy filters, can be summarized as the following step by step algorithm named preprocessing algorithm:

1. **Step 1:** Construct the candidate set of inputs as described in the subsection A, such as the set of candidate inputs shown in (3). All candidate features (except the calendar indicators) are linearly normalized to eliminate the effect of different ranges of the candidates such as different ranges of load and temperature variables.

2. **Step 2:** The irrelevancy filter assigns a relevance weight value to each candidate input. The candidate inputs with the relevance weight larger than a threshold ITH are selected by the modified Relief algorithm and the other candidates are filtered out.

3. **Step 3:** The selected subset of candidate inputs by the irrelevancy filter is given to the second stage filter. In the redundancy filter, mutual information between each pair of candidate inputs among the subset is calculated based on (13). If MI between two candidate inputs is larger than a threshold RTH, these two candidates are considered redundant features. Between two redundant candidates, the less relevant one with lower relevance weight is filtered out and the more relevant one with higher weight is retained. This process is repeated until no redundant candidate is found.

II. MATERIALS AND METHODS

RESULTS

Two test cases are considered to evaluate the efficiency of the proposed MTLF strategy: EUNITE competition data and Iran’s power system. In 2001, EUNITE network organized a competition aiming at mid-term load forecasting, i.e., predicting daily maximum load of the next 31 days. 56 competitors participated in the competition where the authors of proposed the winning entry. Their MTLF method was based on the Support Vector Machine (SVM) and can reach to minimum MAPE (Mean Absolute Percentage Error) among all competitors. In the EUNITE test case, forecast horizon was January 1999. Two years load data (from 1997-1998), four years average daily temperature data (from 1995-1998) and dates of holidays (from 1997-1999) have been provided by the organizer of the competition (Chen et al., 2001). EUNITE data can be obtained from their website (EUNITE data Website: http://www.neuron.tuke.sk/competition/).

Our second test case is power system of Iran, a fast developing country. We considered load data of 1997 and 1998 as the training set and those of 1999 as the testing set, like the EUNITE test case. Load pattern of Iran’s power system rapidly varies and so farther daily peak loads (before 1997) have poor correlation with those of 1999. The load data of Iran’s power system can be obtained from (Iranian Grid Management Company Website: http://www.igmc.ir/dis).

Although the data of 1999 may not seem up to date data, for the sake of a fair comparison, we should use the same data in order to compare our method with the other MTLF techniques. Moreover, we obtained similar MTLF results for more recent years of Iran’s power system test case. Indeed, if the proposed MTLF method can correctly learn the input/output mapping function of daily peak load signal and predict its next values, then it can repeat this process for the other time periods with slight variations in the forecast accuracy.

For the first test case, i.e., EUNITE competition data, considering the availability of only load and temperature data, the candidate set of inputs is as shown in (3) including 123 candidates. This candidate set is refined by the proposed two stage feature selection technique based on the preprocessing algorithm. The obtained results from the first and second stages are shown in Table 2 and 3, respectively. In Table 2, the selected features plus their rank and normalized relevance weights are shown. The features of Table 2 are selected by the irrelevancy filter (the modified Relief algorithm) eliminating the irrelevant features. The relevance weights, obtained from the modified Relief algorithm, are normalized with respect to their maximum to yield the normalized relevance weights. The selected features by the second stage (the MI based redundancy filter) plus their rank are shown in Table 3. These features are selected after filtering out the redundant candidate inputs among the set of candidates of Table 2. As seen, the filtering ratio of the first and second stages is 123/42 = 2.93 and 42/24 = 1.75, respectively, resulting in $2.93 \times 1.75 = 123/24 = 5.13$ filtering ratio of the proposed two stage feature selection technique. So, the proposed technique can effectively eliminate the irrelevant and redundant candidate inputs and select a minimum set of the most informative features.

The selected features in Table 3 are applied as inputs to the hybrid forecast engine.

| Table 2: Obtained results from the first stage of the two stage featureselection technique for the EUNITE test case |
|----------------------------------------------|-----------------|------------------|
| Selected features | Rank | Normalized relevance weight |
| SCI | 1 | 1.0000 |
| DCI | 2 | 0.6943 |
| L(d-1) | 3 | 0.5565 |
This table shows the calendar indicators, including SCI and DCI, that have the highest ranks among the candidate inputs, indicating information content of these features.

Moreover, the effect of short-run trend (e.g., selection of L(d-1)) and weekly periodicity (such as selection of L(d-7) and L(d-14)) are seen. Finally, some temperature features are also among the selected candidates of Table 3 indicating the information value of these features for the MTLF problem.

To better illustrate the effectiveness of the proposed feature selection technique for the MTLF, obtained results for the first test case, i.e., EUNITE competition data, are shown in Table 4. The results of Table 4 are in terms of MAPE, since it was the error metric of the competition. This error metric is defined as follows:

$$\text{MAPE}(\%) = \frac{1}{N} \sum_{i=1}^{N} \left( \frac{|\text{LiACT}_i - \text{LiFOR}_i|}{\text{LiACT}_i} \right) \times 100$$  \hspace{1cm} (17)$$

where, LiACT and LiFOR represent actual and forecasted daily peak load for ith day; N indicates number of days of the forecast horizon. For the EUNITE competition data, forecast horizon was January 1999 and so N = 31. In Table 4, obtained prediction errors, in terms of MAPE, with different feature selection techniques are shown.

Principle Component Analysis (PCA) and Correlation Analysis (CA) are well-known linear feature selection techniques used for feature selection of electricity load forecast (Espinoza et al., 2005; Reis et al., 2005), prediction of power system imbalance volume (Garcia and Kirsch, 2006) and electricity price forecast (Li et al., 2007; Pindoriya et al., 2008; Zareipour et al., 2006). PCA and CA are single stage feature selection methods. CA-CA, shown in the fourth column of Table 4, is a two stage feature selection method including correlation analysis for both irrelevancy and redundancy filters. We proposed this method in our previous works for STLF (Our Energy Paper, 0000) and MTLF (Amjady and Keynia, 0000). The obtained MAPE values from nonlinear single stage feature selection techniques (including only the irrelevancy filter) based on the Mutual Information (MI) and Modified Relief (MR) algorithms are shown in the fifth and sixth columns of Table 4, respectively. In the last column of this table, obtained MAPE value from the proposed two stage feature selection technique, combining the MR and MI algorithms, is represented (MR-MI). Characteristics of different feature selection techniques are briefly shown in the second row of Table 4.

For the sake of a fair comparison, all feature selection techniques of Table 4 have the same hybrid forecast engine, training data and test data. As seen, the proposed MR-MI method leads to the least prediction error for the MTLF, which reveals superiority of this method with respect to the other feature selection techniques of Table 4.

Also, to illustrate the effectiveness of the proposed hybrid forecast engine, obtained results in three cases are shown in Table 5. In the first two cases, shown in the second and third columns of this table, a single DE and a single LM are used as the training mechanism of the NN forecast engine without the iterative training algorithm. In the last Column of Table 5, the obtained results from the proposed hybrid forecast engine with the iterative training algorithm are shown.

### Table 3: Obtained results from the second stage of the two stage feature selection technique for the EUNITE test case

<table>
<thead>
<tr>
<th>Selected features</th>
<th>Rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>SCI</td>
<td>1</td>
</tr>
<tr>
<td>DCI</td>
<td>2</td>
</tr>
<tr>
<td>L(d-1)</td>
<td>3</td>
</tr>
<tr>
<td>L(d-7)</td>
<td>4</td>
</tr>
<tr>
<td>L(d-14)</td>
<td>5</td>
</tr>
<tr>
<td>T(d-2)</td>
<td>6</td>
</tr>
<tr>
<td>L(d-3)</td>
<td>7</td>
</tr>
<tr>
<td>T(d)</td>
<td>8</td>
</tr>
<tr>
<td>L(d-5)</td>
<td>9</td>
</tr>
<tr>
<td>L(d-21)</td>
<td>10</td>
</tr>
<tr>
<td>T(d-4)</td>
<td>11</td>
</tr>
<tr>
<td>L(d-61)</td>
<td>12</td>
</tr>
<tr>
<td>L(d-28)</td>
<td>13</td>
</tr>
</tbody>
</table>
presented different MTLF models that their MAPE values for the EUNITE competition data vary in the range of 2.61-1.60%.

Among these models, the MAPE value of the best one (1.60%) is shown in the third column of Table 6. As seen, the proposed method of this study has better MTLF accuracy than both the winning entry of the EUNITE competition and our previous work. PAPE is not used in Table 6, since its value for the winning entry of the EUNITE competition is not available. The three adjustable parameters of the proposed MTLF method, including ITH, RTH and NH, are fine-tuned for the EUNITE competition data by the cross-validation technique as 0.35, 0.55 and 19, respectively.

In order to also give a graphical view about the MTLF accuracy of the proposed method, its obtained results for the EUNITE competition data are shown in Fig. 3. As seen, forecasted load curve is very close to actual load curve and MTLF error values are very low.

For the second test case, i.e., Iran’s power system, the candidate set of inputs is as shown in (3), like the EUNITE competition data, since only the daily peak load data, daily average temperature data and calendar indicators are available for this test case as well. Similar feature selection results (like Table 2 and 3) are obtained for the second test case. So, for the sake of conciseness, only MTLF errors for this test case are presented in Table 7. The obtained results from the best MTLF model among those presented in our previous work (Amjady and Keynia, 0000) and the proposed method in this study for Iran’s power system are shown in the second and third columns of Table 7, respectively.

In Table 7, MAPE and PAPE values for 12 months of 1999 are presented. The obtained values for the three adjustable parameters of the proposed MTLF method by the cross-validation technique, including ITH, RTH and NH, for each month are shown in the last three columns of Table 7, respectively. As seen, the proposed method in this study overall has both better MAPE and PAPE values than the best method in our previous work. For instance, average MAPE and PAPE values of the proposed MTLF method are 1.51 and 5.46%, respectively (indicated in the last row of Table 7) while those of the best method in our previous work are 1.76 and 5.88%, respectively.

Table 4: Obtained prediction errors for the EUNITE competition data with different feature selection techniques

<table>
<thead>
<tr>
<th>Feature selection technique</th>
<th>Characteristics</th>
<th>MAPE (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PCA</td>
<td>Linear single stage</td>
<td>2.09</td>
</tr>
<tr>
<td>CA</td>
<td>Linear single stage</td>
<td>1.98</td>
</tr>
<tr>
<td>CA-CA</td>
<td>Linear two stage</td>
<td>1.61</td>
</tr>
<tr>
<td>MI</td>
<td>Linear single stage</td>
<td>1.57</td>
</tr>
<tr>
<td>MR</td>
<td>Linear single stage</td>
<td>1.54</td>
</tr>
<tr>
<td>MR-MI</td>
<td>Linear two stage</td>
<td>1.40</td>
</tr>
</tbody>
</table>

Table 5: Obtained results for the EUNITE competition data with three different forecast engines

<table>
<thead>
<tr>
<th>Forecast engine</th>
<th>MAPE (%)</th>
<th>PAPE (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Single DE</td>
<td>2.38</td>
<td>8.98</td>
</tr>
<tr>
<td>Single LM</td>
<td>1.90</td>
<td>4.15</td>
</tr>
<tr>
<td>Iterative training algorithm</td>
<td>1.40</td>
<td>3.52</td>
</tr>
</tbody>
</table>

Table 6: Obtained prediction errors for the EUNITE competition data with different MTLF methods

<table>
<thead>
<tr>
<th>MTLF method</th>
<th>MAPE (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>The winning entry of the EUNITE competition (Chen et al., 2001)</td>
<td>1.95</td>
</tr>
<tr>
<td>The best method in our previous study (Amjady, 2001)</td>
<td>1.60</td>
</tr>
<tr>
<td>Proposed method in this paper</td>
<td>1.40</td>
</tr>
</tbody>
</table>

For the sake of a fair comparison, all three forecast engines have the same MR-MI feature selection technique, training data and test data. In addition to MAP values, Peak Absolute Percentage Error (PAPE) values are also shown in Table 5, which give an insight about the stability of the predictions:

\[ \text{PAPE} = \frac{1}{M} \sum_{i=1}^{M} \left( \frac{L_{\text{ACT}} - L_{\text{FOR}}}{L_{\text{ACT}}} \right) \] (18)

As seen, the hybrid forecast engine with the iterative training algorithm has both lower MAPE and PAPE values than the two other forecast engines of Table 5.

In Table 6, MTLF error of the winning entry of the EUNITE competition (Chen et al., 2001), our previous work (Amjady and Keynia, 0000) and the proposed method in this study (MR-MI + hybrid forecast engine) are presented. In our previous work, we
III. DISCUSSION

CONCLUSION

In this study, a new MTLF strategy is proposed, which is composed of a new two stage feature selection technique and hybrid forecast engine. At first, a multi-variable data model is constructed for the MTLF problem including, for instance, the historical information of daily peak load, weather conditions and calendar indicators. This data model is refined by the proposed two stage feature selection technique. The proposed technique has two successive filters to remove irrelevant and redundant candidate inputs among the large set of candidate features of the MTLF. So, the technique selects a minimum set of the most informative features for the forecast process. The hybrid forecast engine has a new iterative training algorithm to combine LM and DE training mechanisms. The proposed forecast engine can benefit from both high convergence rate of LM and good global search ability of DE. The obtained results from extensive experiments confirm the validity of the developed MTLF approach. The research work is under way in order to develop better feature selection techniques, forecast engines and cross-validation methods.

RESULTS

Table 7 shows the results for the proposed MTLF method. The MAPE values indicate the accuracy of the proposed method. As seen, even for the worst test month of Table 7, the proposed method has good accuracy and the forecast curve acceptably follows the actual curve.

Total setup time of the proposed method including execution of the two stage feature selection algorithm, training phase of the hybrid forecast engine and execution of the cross-validation technique for our test cases is about 50 m on a simple hardware set including a Pentium P4 3.2 GHz personal computer with 1 GB RAM. This setup time is completely reasonable within a month-ahead decision making framework. In some forecast problems, such as prediction of electricity price in a real time market, setup time may be an important factor. However, in the MTLF problems, forecast accuracy is the key issue, while enough computation time is usually available.
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