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Abstract- Classification is undoubtedly gaining major importance in the fields of machine learning, pattern recognition, genetic engineering and bio medical sciences where it can be used for automated decision making. Mostly these areas contain datasets having large number of dimensions which require some preprocessing. Thus dimension reduction is a preprocessing step carried out prior to classification so that the classifiers can be designed in an easy to compute way. However while doing so, it must also retain the accuracy and must not lead to loss of information. Thus effective classification must be carried out by employing proper dimension reduction techniques. The paper discusses in brief about the dimension reduction techniques. It also describes the system developed for dimension reduction and use of the tool WEKA for dimension reduction and preprocessing. Finally a comparative study of the results obtained by the system and WEKA is done.
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I. INTRODUCTION

Reduction of dimensions(attributes) of large datasets has always been an area of research, specially for the datasets involved in the field of medical science, genetics and bio engineering. These datasets have dimensions of the order of thousands and not all of them may be relevant for classification purpose. From the point of view of classification applications, it is important to retain only those attributes which help to increase the effectiveness. This also helps in designing simple and easy to compute algorithms. Dimension reduction covers not only the attribute reduction but also the instance reduction. But the major focus has always been on attribute reduction. Thus when preprocessing of the data is done for dimension reduction, it must focus on describing the dataset using minimum number of attributes but it must give the performance comparable to that of original dataset containing all the attributes. Basically two categories of solutions have been described in the literature [1][2] for attribute reduction. The first one is attribute selection[1] which chooses the attributes to be retained in the reduced dataset and removal of the remaining. Second approach to reduce the dimensions is by attribute extraction[1] where the data contained in the original attributes can be completely used up and new dimensions can be generated which are richer in content as compared to original. Each of these methods has their own pros and cons. A midway between the two is combining the merits of both where a system can either perform selection or extraction depending upon the problem to be solved. A brief summary of this has been given in our earlier work [3]. Also there are different criteria and factors which need to be considered while choosing the dimensions for retention like relevance, significance, dependency etc. And these criteria are based on theories like rough sets, fuzzy sets, and fuzzy rough sets [4]. Once the dataset is reduced it needs to be combined with a classifier to check for accuracy and the best combination needs to be determined. Different classifiers like nearest neighbor and decision trees are already in the field for better classification. Besides them, neural network classifiers have been an emerging classifier these days which is hoped to have a better performance. Thus if a system can be designed which can reduce the dimensions and perform classification with neural network classifiers, it could provide an effective solution for many applications in the field of medical science. This has been described in the paper. Also WEKA [5] has been a very powerful tool designed for machine learning and data mining. It contains tools for data pre-processing, classification, regression, clustering, association rules, and visualization. It provides various algorithms for data preprocessing which includes the ones for attribute selection and extraction. The paper gives a description about the background of dimension reduction; system designed; the inbuilt algorithms used by WEKA for dimension reduction and finally tabulates the comparison of the results.

II. TECHNIQUES FOR DIMENSION REDUCTION

This section describes some of the techniques available in literature for dimension reduction.

- In [6], Ron.Kohavi et.al has described various wrapper techniques for selecting the features. It mentions about the FOCUS algorithm which makes use of exhaustive technique to try out all the subset of features and selects the minimum subset which can be sufficient to determine the class value for all the objects of training set. It also describes RELIEF algorithm which makes use of the relevance criteria to determine the importance of the features. The relevance values are computed by finding the difference values between the selected instance and two nearest instances of same and opposite class. Thus it attempts to find all the relevant features.

- In [7], Isabelle Guyon et.al have described about the SVM-RFE(Support Vector machine- Recursive Feature Elimination) algorithm which makes use of the weight criteria for ranking the features. It first selects training examples having good feature indices and then trains the SVM classifier. Then it computes the weight vector
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and finds the ranking criteria. Feature that has the smallest ranking criterion is removed from the list and further iterations are carried out.

- In [8], Yijun Sun et al. have proposed an algorithm for feature selection in microarray datasets. It first finds out the margin for each sample. For this it makes use of the neighbors of the sample, one from same class and other from different class. From them, the margin is computed by using Manhattan/ Euclidian distance. This computation gives an idea about how many features of the object may be corrupted by noise and helps to minimize the induced feature space. Thus the algorithm transforms arbitrary non linear problem into set of locally linear ones. This is then used to estimate the feature weights. A probabilistic model has been employed for computation.

- In [9], Hua-Liang Wei et al. have described the FOS(Forward Orthogonal Search) algorithm. It makes use of the squared correlation function as the criteria for measuring the dependency between the features and keeps on selecting the features in a stepwise way. In every iteration, such feature is selected by which the resultant candidate subset can represent the original dataset containing all the features.

- In [4], R. Jensen et al. have discussed about the Quick Reduct and Fuzzy Rough Quick Reduct algorithms. The algorithms work on the same principle, they keep on adding one by one the attribute which increases the dependency with respect to the decision label and stop when the dependency no longer increases i.e when the dependency of the reduced set equals the dependency of original attribute set. The only difference is in the criteria used for finding the dependency, the Quick Reduct algorithm makes use of the measures based on rough set theory while that of Fuzzy Quick Reduct makes use of measures based on the fuzzy rough theory.

### III. DIMENSION REDUCTION IN WEKA

WEKA is a software workbench developed for supporting machine learning and supports a number of activities including the preprocessing activities, classification, clustering and visualization [5]. As a part of the preprocessing step, the dimensions of large datasets can be reduced in WEKA by following ways

#### A. Supervised Filter Approach

WEKA provides a supervised attribute filter that can be flexible and allows various search and evaluation methods to be combined. It makes use of two things that are evaluator and search. Evaluator determines the criteria used for selecting the attribute. Different evaluators [10] that can be used are:

- CfsSubsetEval: It considers the predictive ability of each feature and finds out the relevance. It also checks for redundancy between the selected features. Finally the subset of attributes which are highly coorelated with the class and are less redundant is chosen.

- CorrelationAttributeEval: It evaluates the worth of an attribute by measuring the correlation (Pearson’s) between it and the class. Nominal attributes are considered on a value by value basis by treating each value as an indicator. An overall correlation for a nominal attribute is arrived at via a weighted average.

- GainRatioAttributeEval: The gain ratio with respect to class label is computed and this determines the worth of attribute for selection.

- OneRAttributeEval: Evaluates the worth of an attribute by using the OneR classifier.

- ReliefAttributeEval: It is based on the RELIEF algorithm which evaluates the relevance of attribute by considering the difference between the instance and the two nearest instances from same and opposite class. It can operate on both discrete and continuous class data.

- SymmetricalUncertAttributeEval: Evaluates the worth of an attribute by measuring the symmetrical uncertainty with respect to the class.

- WrapperSubsetEval: Evaluates attribute sets by using a learning scheme. Cross validation is used to estimate the accuracy of the learning scheme for a set of attributes.

The search option is provided for determining the way of searching the attribute. Different methods provided [10] are

- BestFirst: It searches for the attribute subset by greedy hill climbing method in combination with backtracking. The backtracking is based on the concept that if some number of consecutive nodes is found such that they do not improve the performance then backtracking is done. It may apply forward approach where it starts from empty set of attributes and goes on adding the next. It may also go for backward approach where it starts from a set of all attributes and removes one by one. It may also adopt a midway between both approaches where search is done in both directions (by considering all possible single attribute additions and deletions at a given point) which is also called as hybrid approach.

- GreedyStepwise: Performs a greedy forward or backward search through the space of attribute subsets. May start with no/all attributes or from an arbitrary point in the space. Stops when the addition/deletion of any remaining attributes results in a decrease in evaluation. Can also produce a ranked list of attributes by traversing the space from one side to the other and recording the order that attributes are selected.

- Ranker: Individual evaluations of the attributes are done and they are ranked accordingly. It is normally used in conjunction with attribute evaluators (Relief, GainRatio, Entropy etc).

#### B. Unsupervised Filter Approach

WEKA provides an unsupervised attribute filter approach namely PCA [10] which is used for extracting the features and reducing the dimensions.

- PrincipalComponents (attribute transformer): Performs a principal components analysis and transformation of the data. Used in conjunction with a Ranker search.
Dimensionality reduction is accomplished by choosing enough eigenvectors to account for some percentage of the variance in the original data---default 0.95 (95%). Attribute noise can be filtered by transforming to the PC space, eliminating some of the worst eigenvectors, and then transforming back to the original space.

IV. PROPOSED SYSTEM

This section briefs about the proposed system.

The steps of working are as:

1. Select the desired dataset
2. Set the number of instances and attributes
3. Check for memory requirement and perform instance selection accordingly.
4. Compute the relevance value for each attribute.
5. Select the attribute having highest relevance
6. Using the selected attribute partition the attributes into subsets containing significant, insignificant and intermediate attributes
7. From the intermediate set select or extract new attribute depending upon the problem at hand
8. Remove the used attributes from the intermediate set and the insignificant attributes
9. If the set of attributes is empty or desired attributes are fetched goto step 11
10. Select next attribute as the one which is relevant and significant and goto step 6
11. Store the resultant dataset containing some selected features / extracted features in WEKA compatible format(.arff)
12. Give the reduced dataset as input to WEKA and test for classification accuracy using training testing method with classifiers like J48(decision trees),KNN(K-Nearest Neighbor) and ANN(Artificial Neural Networks)

The relevance and significance of the attributes is computed using fuzzy rough theory [4][11][12]

V. RESULTS AND DISCUSSIONS

This section describes the results obtained and the comparisons made.

The system was implemented and tested with six datasets namely colon tumor, lung cancer, leukemia, breast cancer, lymphoma and central nervous. The datasets were also given to WEKA and preprocessed using the attribute selection preprocessing filter. The outputs generated by both were given to classifiers like decision trees (J48),KNN(K nearest neighbor with k=3) and ANN(Artificial Neural Networks) and the accuracies were measured.

The summarized results are tabulated in Table 1. It can be seen that on an average the proposed system gives better accuracy as compared to that of inbuilt filters provided by WEKA. Also for the breast cancer dataset , WEKA could not process the dataset and provided error as insufficient memory heap.

VI. CONCLUSION

We have presented a comparative study on dimension reduction. Firstly we discussed the concept of dimension reduction, its need and areas of application. Then we focused upon some of the techniques used for reducing dimensions. A brief discussion on the inbuilt filters of WEKA for dimension reduction was given. The system was then described and finally we discussed about the results which show that the proposed system can be used as a future direction of computing specially for medical and bio engineering field which has large dimensional datasets. And this is possible because of the fuzzy rough theory which helps to increase the accuracy and also the use of neural network classifiers which provide a good performance. In future, we plan to merge genetic algorithm based dimension reduction with the combination of neural network classifier which may provide comparable or better results in the domain.
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