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Abstract- Text classification is the process of classifying 
documents into predefined categories based on their content. 
Text classification is the primary requirement of text retrieval 
systems, which retrieve texts in response to a user query, and text 
understanding systems, which transform text in some way such 
as producing summaries, answering questions or extracting data. 
We have proposed a Text Classification system for classifying 
abstract of different research papers. In this System we have 
extracted keywords using Porter Stemmer and Tokenizer. The 
word set is formed from the derived keywords using Association 
Rule and Apriori algorithm. The Probability of the word set is 
calculated using naive bayes classifier and then the new abstract 
inserted by the user is classified as belonging to one of the 
various classes. The accuracy of the system is found satisfactory. 
It requires less training data as compared to other classification 
system. 
 
Index Terms- Apriori algorithm, Association rule, confidence, 
support, Naïve Bayes classifier, Text classification. 
 

I. INTRODUCTION 
onstructing fast and accurate classifiers for large data sets is 
an important task in data mining and knowledge discovery. 

There are numerous text documents available in electronic form. 
More and more are becoming available every day. Such 
documents represent a massive amount of information that is 
easily accessible. Seeking value in this huge collection requires 
organization; much of the work of organizing documents can be 
automated through data mining. The accuracy and our 
understanding of such systems greatly influence their usefulness. 
There is growing evidence that merging porter stemmer, naive 
bayes and association rule mining together can produce more 
efficient and accurate classification systems than traditional 
classification techniques [26]. Classification is one of the most 
important tasks in data mining. There are many classification 
approaches for extracting knowledge from data such as statistical 
[21], divide-and-conquer [15] and covering [6] approaches. 
Numerous algorithms have been derived from these approaches 
such as genetic algorithm. However, traditional classification 
techniques often produce a small subset of rules, and therefore 
usually miss detailed rules that might play an important role in 
some cases [29]. The task of data mining is to automatically 
classify documents into predefined classes based on their 
content. Many algorithms have been developed to deal with 
automatic text classification [4]. With the existing algorithms, a 
number of newly established processes are involving in the 
automation of text classification [20].  
       The most common techniques used for Text Classification 
include Association Rule Mining, Naïve Bayes Classifier, 

Decision Tree and others. Association rule mining finds 
interesting association or correlation relationships among a large 
set of data items [1][4]. The discovery of these relationships 
among huge amounts of transaction records can help in many 
decision making process. On the other hand, the Naïve Bayes 
classifier uses the maximum a posteriori estimation for learning a 
classifier. It assumes that the occurrence of each word in a 
document is conditionally independent of all other words in that 
document given its class [3]. Each abstract is considered as a 
transaction in the text data. After pre-processing the text data 
association rule mining [1] is applied to the set of transaction 
data where each frequent word set from each abstract is 
considered as a single transaction.  
       This paper presents a new algorithm for text classification. 
Porter stemmer algorithm is used to remove unnecessary words 
from abstracts. The association rule is used to derive feature sets 
from pre-classified text documents. The concept of Naive Bayes 
Classifier is then used on derived features sets to calculate the 
probability of derived word sets. 
       The paper is structured as follows: Section 2 describes the 
previous work already done in the field of text classification, 
section 3 describes the concept of text classification, section 4 
contains the proposed algorithm, and section 5 contains the 
experimental results defining the datasets used and various 
abstracts taken for classifying the text. 
 

II. PREVIOUS WORK 
       Classification is to put things according to their 
characteristics. Given a set of class, classifier determines which 
classes a given object belongs to. Documents may be classified 
according to their subjects or the other attributes such as 
document type, author, printing year etc. In Text Classification 
the most popularly used approaches are Porter Stemmer, Apriori 
algorithm, Naïve Bayes etc. Most of the researches in text 
categorization come from the machine learning and information 
retrieval communities such as decision trees, Naïve Bayes (NB) 
[9], Support Vector Machines (SVM) [11], k-Nearest Neighbor 
(kNN) [10], Neural Network (NNet) and etc. Among these 
methods, KNN is a simple statistic method and it also shows 
good performance. The automatic classification of documents 
into predefined categories can be classified by three ways: 
unsupervised, supervised, and semi-supervised methods [11]. 
From last few years, the task of automatic text classification has 
been extensively studied and rapid progress seems in this area, 
including the machine learning approaches. 
       Vandana Korde et al (2012) [21] observed that the text 
mining studies are gaining more importance recently because of 
the availability of the increasing number of the electronic 
documents from a variety of sources which include unstructured 
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and semi structured information. The main goal of text mining is 
to enable users to extract information from textual resources and 
deals with the operations like, retrieval, classification 
(supervised, unsupervised and semi supervised) and 
summarization, Natural Language Processing (NLP), Data 
Mining, and Machine Learning techniques work together to 
automatically classify and discover patterns from the different 
types of the documents.  
       Zakaria Elberrichi, et al (2008) [21] presents a new approach 
for text categorization based on incorporating background 
knowledge (WordNet) into text representation with using the 
multivariate, which consists of extracting the K better features 
characterizing best the category compared to the others. 
Newsgroups datasets show that incorporating background 
knowledge in order to capture relationships between words is 
especially effective in raising the macro-averaged F1 value. 
       William B. Cavnar et al (2010) [21] proposed a N-gram 
frequency method that provides an inexpensive and highly 
effective way of classifying documents. It does so by using 
samples of the desired categories rather than resorting to more 
complicated and costly methods such as natural language parsing 
or assembling detailed lexicons. Essentially this approach defines 
a “categorization by example” method. Collecting samples and 
building profiles can even be handled in a largely automatic way. 
Also, this system is resistant to various OCR problems, since it 
depends on the statistical properties of N-gram occurrences and 
not on any particular occurrence of a word. 
       Andrew McCallumzy [21], has compared the theory and 
practice of two different first-order probabilistic classifiers, both 
of which make the naive Bayes assumption." The multinomial 
model is found to be almost uniformly better than the multi 
variant Bernoulli model. In empirical results on five real-world 
corporate.  
       Author Mitchell [21], used training data for learning to 
classify text from all three categories, of which 47 are from 
Computer Science, 48 are from Electrical and Electronic 
Engineering and the rest 20 are from Mechanical Engineering 
papers. After preprocessing the text data association rule mining 
is applied to the set of transaction data where each frequent word 
set from each abstract is considered as a single transaction  
 

III. BACKGROUND STUDY 
3.1 Data Mining 
       Data mining [2] refers to extracting or “mining” knowledge 
from large amounts of data. It can also be named by “knowledge 
mining form data”. Nevertheless, mining is a vivid term 
characterizing the process that finds a small set of precious 
nuggets from a great deal of raw material. There are many other 
terms carrying a similar or slightly different meaning to data 
mining, such as knowledge mining from databases, knowledge 
extraction, data/ pattern analysis, data archaeology, and data 
dredging [4]. Many people treat data mining as a synonym for 
another popularly used term, Knowledge Discovery in 
Databases, or KDD. Alternatively, data mining is also treated 
simply as an essential step in the process of knowledge discovery 
in databases. 
       Text databases are databases that contain word descriptions 
for objects. These word descriptions are usually not simple 

keywords but rather long sentences or paragraphs, such as 
product specifications, error or bug reports, warning messages, 
summary reports, notes, or other documents. The widely used 
and well-known data mining functionalities are Characterization 
and Discrimination, content based analysis (Hayes, 1990), 
Association Analysis, Classification and Prediction (Han, 2001), 
Cluster Analysis (Lewis, 1990), Outlier Analysis, Evolution 
Analysis. For our text classification purpose we have used Porter 
Stemmer, Nave Bayes, Association Rule and Proposed 
Algorithm. 
 
3.2 Classification 
       Classification [2] means assigning a document or object to 
one or more classes. This may be done manually or 
algorithmically. The intellectual classification of documents is 
mostly used in information science and computer science. 
Classification is done mainly based on attributes, behavior or 
subjects. Classification techniques have been applied to spam 
filtering, email routing, language identification, etc. The 
Classification problem can be stated as a training data set 
consisting of records. Each record is identified by an unique 
record id, and consist of fields corresponding to the attributes. An 
attribute with a continuous domain is called a continuous 
attribute. An attribute with a finite domain of discrete values is 
called a categorical attribute. One of the categorical attribute is 
the classifying attribute or class and the value in its domain are 
called class labels. Classification is the process of discovering a 
model for the class in terms of the remaining attributes. The 
objective is to use the training data set to build a model of the 
class label based on the other attributes such that the model can 
be used to classify new data not from the training data set 
attributes. Two of the classification techniques that are used 
popularly are: 
 
i) Parallel Formulation of Decision Tree based Classification 
       The goal of parallel formulation of decision tree based 
classification algorithms are scalability in both runtime and 
memory requirements. The parallel formulation overcome the 
memory limitation faced by the sequential algorithms, that is it 
should make it possible to handle larger data sets without 
requiring redundant disk I/O. Also parallel formulation offer 
good speedup over serial algorithm. 
 
ii) Sequential Decision Tree based Classification 
       A decision tree model consists of internal node and leaves. 
Each of the internal node has a decision associated with it and 
each of the leaves has a class label attached to it. A decision tree 
based classification consists of two steps: 
       1. Tree induction – A tree is induced from the given training 
set. 
       2. Tree pruning – The induced tree is made more concise and 
robust by removing any statistical dependencies on the specific 
training data set. 
 
       Other type of classification techniques are also used which 
comes under supervised classification and unsupervised 
classification. 
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3.3 Porter Stemmer 
       To make the raw text valuable, that is to prepare the text, the 
keywords are considered. That is unnecessary words and 
symbols are removed. To make text data useful, unstructured text 
data is converted into structured data for further processing and 
then parsing of text is done. Parsing text involves identifying the 
spaces, punctuation, and other non alphanumeric characters 
found in text documents, and separating the words from these 
other characters. Most programming and statistical languages 
contain character procedures that can be used to parse the text 
data. There are several steps involved in the keyword extraction: 

1. Extract the words from the data, typically discarding 
spaces and Punctuation. 

2. Eliminate articles and other words that convey little or 
no information. 

3. Replace words that are synonyms, and plural and other 
variants of words with a single term. 

4. Create the structured data, a table where each term in 
the text data becomes a variable with a numeric value 
for each record. 

 
3.4 Association Rule and Apriori Algorithm  
       Association rule mining is a data mining task that discovers 
relationships among items in a transactional database [12]. It is 
described as follows: Let I= {i1, i2,…im}, be a set of items. Let 
D, the task relevant data, be a set of database transactions where 
each transaction T is a set of items such that T I. Each transaction 
is associated with an ⊆identifier, called TID. Let A be a set of 
items. A transaction T is said to contain A if and only if A ⊆ T. 
An association rule is an implication of the form A⇒ B, where A 
I, B I and A∩ B = NULL. ⊂∪⊂ 
       Following key parameters are used to generate valuable 
rules:  
       • Support (s): Support (s) of an association rule is the ratio 
(in percent) of the records that contain XY to the total number of 
records in the database: Support (X⇒Y)=Prob {XY}. 
       • Confidence(c): For a given number of records, confidence 
(c) is the ratio of the number of records that contain X∪Y to the 
number of records that contain X:  Confidence(X ⇒ Y) = Prob 
{Y| X} = (support (X∪Y)) / (support (X)).  
       • Strong Association Rules: Rules that satisfy both a 
minimum support threshold (min_sup) and a minimum 
confidence threshold (min_conf) are called strong rules. Strong 
rules are what we are interested in. There are two main steps to 
process association rule mining: Step 1 is to use prior knowledge 
find all frequent item sets by Apriori algorithm. It uses iterative 
search and use k-item sets to find (k+1) item sets.[5] Every item 
set occurs at least more than the min_support value. Step 2 is to 
generate strong association rules from frequent itemsets, which 
means these rules must satisfy both min_support value and 
min_confidence value. 
 
3.5 Naive Bayes Classifier 
       Bayesian classification is based on Bayes theorem. A simple 
Bayesian classification namely the Naïve classifier is comparable 
in performance with decision tree and neural network classifiers. 
Bayesian classifiers have also exhibited high accuracy and speed 
when applied to large database. Naïve Bayes classifier assumes 
that the effect of an attribute value on a given class is 

independent of the values of the other attributes. This assumption 
is called class conditional independence. It is made to simplify 
the computations involved and, in this sense, is considered 
“naïve”.While applying Naïve Bayes classifier to classify text, 
each word position in a document is defined as an attribute and 
the value of that attribute to be the word found in that position. 
Here Naïve Bayes classifications can be given by: 
VNB = argmax P (Vj) Π P (aj | Vj) 
       Here VNB is the classification that maximizes the 
probability of observing the words that were actually found in the 
example documents, subject to the usual Naïve Bayes 
independence assumption. The first term can be estimated based 
on the fraction of each class in the training data. 
 

IV. PROPOSED WORK 
       In this work a text classification system is proposed. Our 
method to classify text is an implementation of Porter Stemmer 
with a combined use of Naïve Bayes Classifier and Association 
Rule. We have used the features of association rule to make 
association sets. On the other hand, to make a probability chart 
with prior probabilities we have used Naïve Bayes classifier’s 
probability measurements. And in the last retrieval phase of test 
data we have implemented the positive-negative matching 
calculation observed in different researches [2][6]. Here the 
associated word sets, which do not mach our considered class is 
treated as negative sets and others are positive. Flowchart for the 
proposed method is given in Figure 4.1. 
 
 

 

 

 

 

 
 
 
 
 
 

Figure 4.1: Proposed Method 
 
4.1 The Algorithm for Text Classification 
        The proposed algorithm uses various steps for classifying 
text; these steps are described below in detail. 
i) Porter Stemmer 
        To make the raw text valuable, that is to prepare the text, we 
have considered only the keywords. That is unnecessary words 
and symbols are removed. For this keyword extraction process 
we dropped the common unnecessary words like am, is, are, to, 
from...etc. and also dropped all kinds of punctuations and stop 
words. Singular and plural form of a word is considered same. 
Finally, the remaining frequent words are considered as 
keywords. The text data is cleaned by removing unnecessary 

MANAGE ABSTRACT 

IDENTIFY KEYWORDS 

TEXT CLASSIFICATION 

TESTING PHASE 

GENERATE RESULTS 
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words i.e. text data is filtered and subject related words are 
collected. 
Input: Database, D 
        Minimum support threshold, min_sup. 
Output: L, frequent itemsets in D. 
 
ii) The Apriori Algorithm 
        Keywords obtained from Porter Stemmer are joined 
together to form word sets. Each frequent word set from each 
abstract is considered as a single transaction. Using these 
transactions, we generated a list of maximum length sets 
applying the Apriori algorithm. The Apriori algorithm is given 
below: 
Input: Database, D; 
        Minimum support threshold, min_sup. 
Output: L, frequent item sets in D. 
iii) Association Rule  
        For each frequent word set obtained from Apriori 
confidence and support is calculated in Association Rule Mining. 
Association rule mining finds interesting association or 
correlation relationships among a large set of data items. The 
discovery of these relationships among huge amounts of 
transaction records can help in many decision making process. In 
this project association rules from the significant words derived 
from keyword extraction apriori algorithm are used to derive 
feature set from pre-classified text documents. 
iv) Naive Bayes Classification 
        It calculates the probability of different class with the 
probability values of the matched set obtained from association 
rule mining while ignoring the unmatched sets. As a result set if 
test set matches with a rule set, which has weak probability to the 
actual class, may cause wrong classification. To make a 
probability chart with prior probabilities we have used Naïve 
Bayes classifier’s probability measurements. 
 
The algorithm is as follows: 
1. For each class i = 1 to n do 
2. Set pval = 0, nval = 0, p = 0, n = 0 
3. For each set s = 1 to m do 
4. If the probability of the class (i) for the set (s) is maximum 
then 
           increment pval  
    else 
           increment nval 
5. If 50% of the associated set s is matched with the keywords 
           set do step 6 else do step7 
6. If maximum probability matches the class i then 
           increment p 
7. If maximum probability does not match the class i 
           increment n 
8. If (s<=m) 
           go to step 3 
9. Calculate the percentage of matching in positive sets for the 
class i 
10. Calculate the percentage of not matching in negative sets for 
the class i 
11. Calculate the total probability as the summation of the results 
obtained from 

           step 9 and 10 and also the prior probability of the class i in 
set s 
12. If (i<=n) 
           go to step 1 
13. Set the class having the maximum probability value as the 
result 
Where, n     = number of class, 
            m    =number of associated sets, 
pval =positive value 
nval =negative value 
s      =set 
i      =increment variable 
The experimentation work done is described in next section. 
 

V. EXPERIMENTAL WORK 
5.1 Dataset 
        Abstracts from different research papers have been used as 
data sets for training and testing of the proposed method. Four 
classes of papers from DBMS, Operating System, Java and Data 
Structure were considered for our experiment. Total 40 abstracts 
are used in our experiment (10 from DBMS, 10 from Java, 10 
from Operating System and 10 from Data Structure). The result 
obtained for training and testing is discussed in subsequent 
section.  
5.2 Experimental Results 
        We have divided the abstract into training set and testing set 
and then proposed algorithm is used to perform our experiments. 
We have repeated the experiments by changing the abstracts in 
testing set and keeping all other parameter constant in training 
set. 
        For Example abstract taken as input for Testing is:  
         “With respect to all algorithm perspective coding binary 
trees and an representation for well-formed parentheses strings. 
We present here the first Gray code and loop less generating 
algorithm for P-sequences, and extend them in a Gray code and a 
new loop less generating algorithm for well-formed parentheses 
strings. Given a connected graph G = (V, E) and a spanning tree 
T of G, a fundamental cycle is a cycle resulting by adding an 
edge e ÎE - T to T. In this paper we establish that the average 
length of fundamental cycles in a complete graph increases with 
the number of vertices. Also, given a simple cycle in a complete 
graph, the paper describes a method of calculating the number of 
spanning trees, with respect to which the cycle is a fundamental 
cycle.” 
        Output generated is: respect, algorithm, tree, well, formed, 
parenthesis, string, gray, code, loop less, generating, graph, 
fundamental, cycle, paper, complete, number. The keyword 
extraction process is applied to all the abstracts and the value 
calculated according to algorithm is as follows:  
 
pval=10, nval=30, p=2, n=30. 
Now the probability of DBMS = ((p*100)/pval) + ((n*100)/nval) 
+ prior probability of DBMS 
                                                  = ((2*100)/10) + ((30*100)/30) + 
0.26 
                                                  = 120.26    
For this set of keywords, 
Calculated Probability for class DBMS                   =120.26 
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Calculated Probability for class Data Structure       =106.09 
Calculated Probability for class Java                       = 118.08 
Calculated Probability for class Operating System =121.13 
The results obtained by Proposed Method with Text Classifier 
for different abstracts are as shown in Table I. 
 

Table I 
 

Technique 
 

(%) 
Training 
Data 
 

(%)Data  
Accuracy 
 

Association 
Rule 
Based 
Decision Tree 

76 87 

Naïve Bayes 
Classifier 

69 68 

Proposed 
Algorithm 

50 75 

 
        Table I show results that are found using the same data sets 
for both Association Rule with Naive Bayes Classifier and 
proposed method. In text categorization using association rule 
based decision tree [16] 76 % data set of the total 40 data set was 
used to train and 87% accuracy was observed. On the other hand 
using 50% data as training data the proposed algorithm can able 
to classify text with 75% accuracy rate. 
 

VI. CONCLUSION 
        In this paper a Text Classification System for classifying 
abstracts of the research paper in four categories (Java, Operating 
System, DBMS, Data Structure) have been proposed. To 
improve the performance of classification, Association rule and 
Naïve bayes classifiers are used. To demonstrate and validate our 
approach we have presented the result on forty real datasets. To 
describe the usefulness of our approach we have compared the 
probability of various abstract papers and obtained the 
satisfactory results in term of accuracies. We have achieved 75% 
accuracy of classification. 
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