A Review on Particle Swarm Optimization for Distributed Generation Placement and Sizing
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Abstract: This paper surveys the research and development of Particle Swarm Optimization (PSO) algorithm for choosing the suitable position and size of Distributed Generation (DG) units within a distribution network. Our discussion first covers the algorithm development of PSO and its use in neural networks. After establishing the foundations of PSO, we then explore its use in sizing and siting of DG units in distribution network. Future development in PSO algorithm such as combining PSO with other optimization techniques for attaining better results is also discussed in this paper.
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I. INTRODUCTION

In the conventional power system, the generating units are kept far away from the consumers. While it has certain advantages, the biggest disadvantage is the occurrence of heating line losses when power is transported to the consumers. There can be many ways of reducing power loss in the distribution network. For example, the use of superconductors in transmission lines can reduce line losses. However, the superconductor technology is still in its early days and still quite expensive. More recently, the concept of Distributed Generation (DG) has come up which is environmental friendly and economical. The sizing and placement of DG units can significantly affect the system losses. This has initiated considerable interest in finding an optimum position of the DG unit. To find a suitable place for a DG unit in Smart Grids, the authors in [1] use the Multi Criteria Decision Analysis. The optimization variables include Voltage Stability Index (VSI), Frequency Deviation in Substation (FDSS) and Frequency Deviation in DG (FDDG). The same authors in [2] have used circuit analysis to determine the voltage stability index (VSI) for distribution networks connected in loop configuration.

In this paper, we are more concerned with exploring PSO for optimizing the sizing and siting of DG units. Such an optimization problem can be solved by different optimization algorithm [3], for instance tuba search (TS). However, TS is a time consuming algorithm and has a tendency to get trapped into local optimal value. Search Annealing (SA) is another possible algorithm which also consumes considerable time to get the optimal solution. As compared to TS and SA, Genetic Algorithm (GA) has been widely used for finding the global (or near global) optimal solution of the problem. PSO has been proven to be better than GA in terms of computational time and convergence speed [3]. Hence, this paper surveys the use of PSO in placing DG units.

II. ORIGINAL PSO ALGORITHM

The original PSO algorithm, which is a non-linear optimization algorithm, was discovered by James Kennedy and Russell Eberhart in 1995 [4, 5] while observing the social behavior of animals and birds. The authors proposed the velocity and position equations for each particle travelling in a group. The prevailing velocity can be calculated by using the previous velocity and the distance between \( p_{best} \) and \( g_{best} \) as expressed by following formula [4, 5]. All particles adjust their position according to the personal flying experience called P best (personal best) as well as the flying experience of the other particles in the group called G best (Global best).

\[
v_i^k = v_i^k + c_1 r_1 (P_{best} - x_i^k) + c_2 r_2 (g_{best} - x_i^k)
\]  \hspace{1cm} (1a)

The current position can be calculated by adding the current velocity in previous position.

\[x_i^{k+1} = x_i^k + v_i^{k+1} \hspace{1cm} (1b)\]

\( v_i^k \): Velocity of particle i at iteration k
\( c_1 \) : Cognitive factor; \( c_2 \) : Social factor
\( r_1, r_2 \): Uniformly distributed random number between 0-1
\( X_i^k \): Position of particle i at iteration k

\( P_{best_i}^k \): Personal best of agent i at iteration k

\( G_{best}^k \): Best among all in the group

Kennedy and Eberhart [4, 5] have proposed the value of \( c1 = c2 = 2 \). If \( c1 \) is much greater than \( c2 \), each particle is remains attracted to its own personal best causing excessive wandering. Consequently, particles cannot find the optimal solution and remain trapped in the local value. On the other hand, if \( c2 \) is much greater than \( c1 \), the particles are strongly attracted towards the global best position. This is also undesirable because the particles may move away from the optimal value. All the particles in the search space should obey these three rules [6].

1. Avoid collision with the neighbours
2. Match their velocity with that of the neighbours
3. Stay in close vicinity with the neighbours

The author in [7] modified the velocity equation by introducing the construction factor ‘\( K \)’ to insure the convergence of PSO. The modified expression is as follows:

\[
v_{i}^{k+1} = K[v_{i}^{k} + c_{1}r_{1}(P_{best_i}^k - x_{i}^k) + c_{2}r_{2}(gbest_i^k - x_{i}^k)]
\]

Where

\[
K = \frac{2}{2 - \phi - \sqrt{\phi^2 - 4\phi}} \text{where} \phi = c_1 + c_2, \phi > 4
\]

The authors in [8] introduced a new parameter called the inertia weight in the standard PSO form:

\[
v_{i}^{k+1} = w_{i}^{k} + c_{1}r_{1}(P_{best_i}^k - x_{i}^k) + c_{2}r_{2}(gbest_i^k - x_{i}^k)
\]

\[
X_{i}^{k+1} = X_{i}^{k} + v_{i}^{k+1}
\]

Refer to right side of equation (3a), which consists of three parts: the first part shows the previous velocity, the second and third parts are called the cognitive and social part. Without the second and third parts the particles keep on flying with the current velocity. Cognitive part increase the local search ability and social part increase the global search ability. The inertia weight \( w \) in Equation (3a) balances the local and global search abilities. The main advantage of introducing \( w \) is that it eliminates the requirement of careful setting of velocity. Also, increasing the inertia weight helps the search for a global solution and vice versa. The authors in [9] have used \( w = 0.7 \) with the hit and trial method to balance the global and local search abilities.

The authors in [10] have used variable weight factor for the optimal design of small renewable energy systems. In a search space particles are flying to find the optimal solution. The process of reaching the particles towards a common point is called convergence. The proposed method keeps on increasing the weight until convergence is achieved. This modified PSO technique shows faster convergence speed and needs less computational time as compared to the standard PSO technique. Mathematically, the variable inertia weight is represented as follows

\[
w = \frac{(W_{max} - W_{min}) \times \text{current iteration no.}}{\#\text{iteration}}
\]

The flow chart shown in fig. 1 depicts the PSO-based approach to find the optimal size and location of DG units to minimize the power losses. First of all we have to provide the input system data such as line data, bus data, and bus voltage limits, then calculate the base case power loss by using Newton Raphson Method. After that randomly generate the number of particles (number of DG units) with random position and velocities in the search space and set the maximum iteration, also set the iteration counter \( k \) equal to zero. Next check the voltage limits, if it is in the given range then calculate the power loss using the formula given in [30]. Otherwise, the particle is infeasible. The objective value for each particle is compared with its individual best, if the objective value is lower than pbest, set this value as the current pbest and record the corresponding particle position. Update the velocity and position of the particle using equation (3a) and (3b). Before printing the solution check the maximum iteration limit, if the limit reaches at the maximum value, go to step 7 otherwise set the iteration index \( K = K + 1 \) and go back to step 4. Finally print out the best solution for the target problem. The best solution includes the optimal location and size of the particle corresponding to the fitness value, representing the minimum power loss (active, reactive, or both active and reactive).
Data processing, classification and pattern recognition are widely used applications of Artificial Neural Network (ANN). ANN is a learning method motivated by the learning ability of human brain’s neural systems which comprises of three layers structures: input, output and hidden layers. There are several learning algorithms, such as Back Propagation (BP) [11], Gradient Descendant [12], etc. One of the main disadvantages of these techniques is the slow convergence and tendency to get trapped in the local minima [13]. Since PSO is a population based search algorithm it can produce better results. One of the biggest issue with PSO is due to the strong competition between the flying particles in a search space the PSO get trap into local minima. To avoid getting trapped into the local minima and achieving fast convergence, the authors in [14] proposed Gaussian PSO with fuzzy reasoning based structural learning. Instead of uniformly distributed random variable, Gaussian random variable is proposed to escape from the local minima and the structural learning with fuzzy reasoning is proposed to improve the computational time by modifying the network structure. The authors in [15] propose optimization of type-2 fuzzy weights in back propagation learning for NN using PSO and GA. The type-2 fuzzy logic enhance the uncertainty in the learning while PSO and GA increases the convergence speed. It has been emphasized in [16, 17] that the weight affects the performance of the learning process. Another inspiring application of PSO in Neural Network is prostate cancer prediction system. The authors in [18] have proposed two-stage fuzzy neural network for prognosis system which provide more accurate prediction (due to fuzzy system) of prostate cancer results and translate it into information for doctor. [19] Shows the experimental study for pixel classification in satellite imaginary, the author did 1050 numbers of experiments and proposed the solution of two critical issues i.e. determination of hidden layers neurons and most discriminative spectral band. The multi-objective (MPSO) improve the classification accuracy and computation time.
IV. USING PSO FOR DISTRIBUTED GENERATION

Recent research shows that installing a DG unit in a distribution network leads to various technical, economical and environmental benefits. However, in order to reap these benefits, it is very important to find an optimal location and size of a DG unit. There are a number of constraints that need to be considered before placing a DG unit [20,37].

**Equality constrains:** Power flow equations represent the equality constrains (total power injected at any bus should be equal to total generation minus demand). For each bus the power flow equation should be satisfied, which can be handled by load flow such as Newton Raphson.

**Inequality constrains:** The thermal constrains and equipment rating are called inequality constrains. These constrains can be handled by proper sizing the DG unit which can be done by using PSO. Inequality constrains are as follow [32]

1) Each segment in the distribution network has a thermal limits which should not exceed its maximum rating.
2) The output of DG should not exceed the power supplied by the substation.
3) The total number of DG connected in distribution network should be bounded by a certain number. By definition, only one DG unit can place at a given bus.

**Boundary conditions:** While placing the DG at a given bus the voltage magnitude and angle should be kept at a certain acceptable level.

A. OPTIMAL SIZING

The authors in [21] have used PSO for optimal sizing of the stand-alone hybrid power system. This system includes wind unit, electrolyser, a reformer, anaerobic reactor, fuel cell and some hydro tanks. The objective is to minimize the total cost of the system and the components have optimal sizes, such that the power demand by the system meets. It has been argued in [22-24] that PSO provides excellent convergence and feasible optimal solution for sizing the micro-grid system consisting of wind/PV/battery banks/ fuel cells and reformers. The comparative analysis in [25] focuses on the size of the off-grid Renewable Hybrid Energy System (micro hydro plant, fuel cell, wind turbine and solar panel etc.) using GA and PSO. The analysis shows that PSO is much better then GA in terms of CPU utilization and the number of iterations to find the optimal value. The authors in [26] proposed improved PSO which utilize the benefits of both the GA and PSO that can enhance global searching capability and convergence of particles. To improve the convergence rate the convergence factor K is introduce and the global search ability is enhance by introducing the idea of mutation of genetic algorithm this can escape the local trapping. In [27], the authors have proposed the structure of a micro grid consisting of Wind /PV hybrid system with battery, Hydro tank and fuel cell. The author used PSO algorithm to achieve the best sizing of the DG unit for the proposed micro grid. The authors in [28] have proposed an approach for sizing the hybrid systems (Wind/PV/Diesel Generator/Fuel Cell/Battery and Hydro Tank). The $\varepsilon$-constrain method [29] is used to minimize the overall system cost and $CO_2$ emission produced by the diesel generators. The author in [30] proposed an approach for siting and sizing of four types of DG units to enhance the loadability of primary distribution systems. The results show that there is a strong correlation between reactive power loss and loadability of the system.

B. OPTIMAL SITING

The authors in [31] have proposed multi-objective based approach to find the best location and size of different DG units with different load model having non-unity power factor. A simple PSO algorithm is used to obtain the best solution for the multi objective problem. The authors in [32] have proposed improved PSO algorithm for the placement and sizing of multiple DG units. The problem is divided into two sub problems: DG unit’s optimal location (discrete optimization) and its optimal size (continuous optimization). In the standard PSO, a factor is multiplied with inequality constrains and added into the objective function called penalty factor. The proper selection of penalty factor is very difficult which differ form problem to problem. The author eliminates the needs of proper selection of penalty factor by using a unique PSO feature. If the particle flies away from the search space then restore its violated position to $P_{best}$ this keeps the infeasible particles alive as a candidate. Author in [33] use the application of PSO for DG sizing and siting in the radial distribution network. The objective is to improve the voltage profile, and active power compensation by reducing the real power loss. By using the exact loss formula, the authors calculate the size of DG unit at every bus. The location of the DG unit is calculated by using the loss sensitivity factor. The bus having lowest power loss and lowest sensitivity factor will be the best location for DG placement. The authors in [34] use PSO for optimal placement of different types of DG units which can supply both real and reactive power in the distribution networks. The proposed PSO approach is tested on IEEE-69 bus distribution system and the result shows that as compared to other heuristic approaches, the proposed algorithm gives smaller DG size. The authors in [35] have used the dynamic sensitivity analysis method for the placement of capacitors which will reduce the search space problem. The results show that for more than one location, dynamic sensitivity is good because it helps in deciding other positions considering the previous locations and the value of capacitor. The comparison results show that the proposed PSO approach provides better global solution with greater saving. The authors in [36] have used PSO for optimal allocation of DG units for multi-phase unbalanced distribution network. The results show that optimal size and allocation of DG unit can reduce the total power loss and improve the voltage profile in the distribution network. The proposed method can place DG unit more effectively and in less computation time. The power loss reduction using PSO is better than power loss reduction using RPF (repeated power flow).
C. HYBRID PSO
Researchers are focusing on the hybridization of PSO with other techniques for getting better results. The authors in [37] have proposed hybrid PSO/GA algorithm to minimize the network power loss, better voltage regulation, and improve voltage stability index. The result shows that hybrid PSO/GA has better power minimization as compared to PSO and GA while GA has better voltage profile improvement as compared to PSO and Hybrid PSO/GA. The authors concluded that hybrid method offer a higher ability of finding the optimal solution. The authors in [38] have proposed hybrid PSO with analytical method (AM) to reduce the power loss and to improve the voltage profile. The sizing is done by AM and the placement is done by PSO. The result shows that loss reduction becomes more effective by increasing the number of DG units in the network. It also increases the voltage profile. In [39] the authors have proposed hybrid PSO which has a problem of being trapped into local optima and take a lot of time for getting the optimal solution. To balance the local and global searching ability, the same authors [40] have used fuzzy adaptive inference for tuning the inertia weight of PSO. The result shows that fuzzy Adaptive Particle Swarm Optimization (FAPSO) gives the optimal solution after 69 iterations while other PSO method need 190 cycles. The authors in [41] proposed a novel hybrid Rank Evolutionary PSO to improve the computation time (fastest) of multiple DG. The results shows that Rank Evolutionary PSO has stable performance and fast result in moving the particle to global optimal solution, less number of iteration, lowest standard deviation and fastest computing time as compared to other PSOs. The summary of the study is given in the below table 1.

**TABLE 1: A Summary of Applications of PSO for Sizing and Citing of DGs**

<table>
<thead>
<tr>
<th>Categories</th>
<th>Objective Functions</th>
<th>Algorithm</th>
<th>Ref.</th>
<th>Study/Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>Optimal Sizing</td>
<td>Sizing of system components e.g. fuel cell, wind unit and compressor etc. to provide the demand of residential area</td>
<td>PSO</td>
<td>[22]</td>
<td>Simulation</td>
</tr>
<tr>
<td></td>
<td>Sizing of system components to minimize the cost of total system in view of wind power uncertainty</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Wind/PV unite sizing to improve the global convergence and efficiency of searching</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Optimal sizing of Wind turbine /PV/FC and Hydrogen Tank is done to minimize the total cost of the system and CO2 emission</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Improvement in P loss, Q loss , voltage profile and MVA intake by grid</td>
<td></td>
<td>[31]</td>
<td>IEEE-38 Bus Radial System</td>
</tr>
<tr>
<td></td>
<td>Real power loss minimization of the network</td>
<td></td>
<td>[32]</td>
<td>IEEE-69 Bus Practice Test System</td>
</tr>
<tr>
<td></td>
<td>Optimal allocation for reduction in real power loss</td>
<td></td>
<td>[33]</td>
<td>IEEE-33 Bus Distribution System</td>
</tr>
<tr>
<td></td>
<td>Capacitor allocation with better global optimal solution</td>
<td></td>
<td>[34]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Optimal DG placement to reduce the total power loss and improve the voltage profile</td>
<td></td>
<td>[35]</td>
<td>IEEE-70, 135 Bus System</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>[36]</td>
<td>IEEE-123 Bus Distribution System</td>
</tr>
<tr>
<td>Hybrid PSO</td>
<td>DG Placement and sizing to minimize the network power loss and to improve the voltage profile</td>
<td>GA+PSO</td>
<td>[37]</td>
<td>IEEE-33,69 Bus Radial System</td>
</tr>
<tr>
<td></td>
<td></td>
<td>AM+PSO</td>
<td>[38]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Improvement in P loss, voltage profile and MVA intake by grid</td>
<td>GSA+PSO</td>
<td>[39]</td>
<td>IEEE-69 Bus Radial System</td>
</tr>
<tr>
<td></td>
<td>Minimization of operation cost of transformer and capacitors</td>
<td>FAHPSO</td>
<td>[40]</td>
<td>IEEE-33 Bus Distribution System</td>
</tr>
<tr>
<td></td>
<td>Quick Convergence while getting the global optimal solution</td>
<td>REPSO</td>
<td>[41]</td>
<td></td>
</tr>
</tbody>
</table>

D. FUTURE DIRECTIONS

Afterreviving the existing research work on DG placement and sizing, following are the directions for future research.

1. DG placement and sizing on distribution network is done by analytical methods or heuristic methods, the heuristic methods provide better result as compared to analytical methods. The combination of these two methods can further improve the overall system performance such as convergence speed.

2. One of the biggest issue with the heuristic approach is the particles are trapped into local minima and fail to assure the global optimal solution due to the strong competition between particles, this issue can be solve by reducing the search area.

3. PSO is mostly applied in DG/Capacitor placement and sizing, some additional unexplored areas of power system where it can be further employed are protection and restoration.

4. The tuning parameters play a vital role in the convergence and processing time of PSO. However, very limited research have been carried out on selection of these parameters. Therefore, proper parameter selection is also one of the research areas.

5. Further research on mathematical background of PSO can enhance the overall performance characteristics.

CONCLUSION

This paper presents a summary of the research and development in Particle Swarm optimization algorithm especially for DG placement and sizing. It highlights the standard and modified algorithm and constraints needed to be handled when the DG unit is placed in the distribution network. Several applications of PSO in training a neural network, distribution network for DG sizing and siting, and hybrid PSO are also discussed in the literature. PSO is applied in different power system applications some additional unexplored area of power system where it can be further employed are protection and restoration. The PSO capabilities can be extend by hybridization with other evolutionary optimization algorithm to improve it accuracy and computation time. The major drawback of PSO is lack of strong mathematical background and failure to obtain the global optimal solution which is caused due to strong competition between particles and trap into local minima.
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