Abstract- Air pollution today is on the rise in urban areas mainly due to vehicular emissions, manufacturing plants and industries accumulating harmful pollutants such as particulate matter, carbon monoxide and ozone posing a serious health risk to the people. The nature of air is also influenced by multi-dimensional elements including area, time, period during the year and many other factors. Implementing a cost effective, efficient air quality monitoring and forecasting system which gather information and provide evaluations on air pollution is hence required, with numerous experts utilizing the big data analytics approach for contemplating, assessing, and predicting air quality recently. In this study an air quality monitoring device using arduino based sensors was developed to capture air quality parameters followed by the calibration of sensors to improve accuracy. Using data from the air quality monitor over 3 months, forecast models for pollutant concentrations were built using random forest as the base model to forecast PM2.5 air quality index. The IoT device developed performed with a significant improvement in accuracy after calibration of sensors. Using random forest prediction model as base model outperformed the linear regression, decision tree and neural network models in prediction accuracy while the runtime performance improved significantly with split data technique and Bayesian approach used for parameter tuning. This study demonstrates the potential of cost effective IoT based, real-time air quality monitoring solution and the potential of forecasting using the air quality prediction model.
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I. INTRODUCTION

Air quality refers to the degree to which the air is free of pollutants in a particular location at a given time. Natural pollution sources include wildfires, volcanoes and dust storms while man-made sources include emissions from vehicular exhaust, power plants factories etc. The concerns over air quality is increasing daily due to the pollution of air caused mainly due to human action which leads to major health concerns. It is attributed as the main environmental health issue and as a major cause of premature human death causing heart disease, stroke, lung disease and cancer [1].

Current air quality monitoring methods include continuous monitoring methods, gravimetric particulate methods and passive monitoring methods. Air pollutants require continuous monitoring due to its high resolution to obtain hourly or daily average concentrations.

Air quality prediction using conventional mathematical and statistical approaches in the past have been inefficient until the advancements in the field of big data and machine learning. With the development in this field more research adopted this methodology to efficiently forecast air quality. Current data driven methods of forecasting readings from an air quality monitoring station include the use of neural network for global factors and the use of linear regression based temporal predictor for local factors [2].

In order to bring the level of pollution to a minimum, there is a necessity of cost-effective, accurate mechanisms to monitor air quality in real time and to forecast air quality parameters to conduct studies on ambient air quality.

II. LITERATURE REVIEW

A. IoT for monitoring air quality

IoT can be defined as “An open and comprehensive network of intelligent objects that have the capacity to auto-organize, share information, data and resources, reacting and acting in face of situations and changes in the environment” [3].

IoT is a popular concept in providing successful solutions to air quality monitoring. The “GasMobile” system, which is a participatory air quality monitoring system, has been implemented using a self-developed air quality sensing device in combination with android smartphones. The concept is that the citizen participates in the collection of air quality information [4].

Devarakonda proposed an air quality system consisting of sensing devices deployed on vehicles such as public transportation and personal vehicles which consists of an arduino microcontroller, PM sensor, CO sensor and a modem which will upload data to the server [5].

Yang & Li developed an air quality system with a microprocessor, CO sensor and VOC sensor which takes readings when the user
executes a mobile application which is then transmitted to the mobile phone [6]. However, the system measures air quality parameters on demand only.

B. Air quality prediction

Fluctuation of air quality parameters is a complex phenomenon since it is a result of a combination of emissions, meteorological, demographic and terrain factors. Pollutants due to vehicular emissions such as particulate matter (PM10, PM2.5) and Carbon Monoxide (CO) show temporal variations throughout the day with time and the peak in vehicular activity.

An air quality forecasting model gives a deterministic description of the greater air problem and a tool used to explain the relationship between air quality determining parameters [7]. Air quality prediction using a hidden semi-Markov model for the prediction of PM2.5 proved to provide a reasonable accuracy [8] while the Bayesian approach to air quality prediction was better than the semi-Markov approach [9].

Overfitting is a challenge in machine learning models where the model gives highly accurate results during training but poor results during testing. Non-linear models are however superior to linear models because they capture non-linear relationships in the data set of pollutant concentrations [10].

III. METHODOLOGY

A. Air quality monitoring device
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Figure 1: Device design

Figure 1 shows the air quality monitoring device design, with an arduino uno rev3 microcontroller and 4 other sensors to capture data relevant to ozone (MQ-131 sensor), carbon monoxide (MQ-7 sensor), particulate matter 2.5 (Sharp GP2Y1010AU0F sensor), temperature and relative humidity (DHT11 sensor). A Wi-Fi module (ESP 8266) is used to transmit data directly to the server. The sensors used may contain errors which cause differences between the sensor output and the actual output, which can be eliminated/reduced to improve sensor performance referred to as sensor calibration. Calibration process was carried out for each individual sensor to improve the accuracy of sensor output.

MQ gas sensors calibration

The 2 MQ sensors were initially exposed to a very high concentration of N2 (Nitrogen) gas in an enclosure to observe the reading they produce at ~0 ppm of CO and Ozone and noted. Next the MQ7, CO sensor was exposed to known concentrations of CO gas within the enclosure and the readings for each concentration level were recorded.

A similar process was followed for the MQ131, sensor where the sensor was exposed to known concentrations of ozone produced by an ozonizer within an enclosure recording the output. Values from the above procedure for each sensor were used to plot the concentration vs. sensor output graph, of which coordinates were used in the coding of the two sensors.

Sharp GP2Y1010AU0F – PM2.5 sensor

An approach different to MQ gas sensors had to be followed in order to calibrate the PM2.5 sensor, due to the difficulty in producing specific concentrations of particulate matter with a specific size range (below 2.5μm). Therefore, a software-based technique was followed for calibrating the PM2.5 sensor considering the following 2 types of errors.

1. Offset correction

Offset is the sensor output voltage produced even during a clean, zero particulate matter environment referred to as Voc. The data sheet suggests a value of 0.6V as the typical Voc which may differ due to production errors. The determination of Voc value during this study was done by using the value of 0.6V initially and updating it dynamically when the lowest output voltage is detected.

2. Scalar coefficient

The typical variation of output voltage vs. dust density of the sensor follows a linear relationship up to around 500μg/m³.

![Graph](image)

Figure 2: Dust density vs. pm2.5 sensor output

Figure 2 shows the graph of minimum, typical and maximum output voltages against the perceived PM2.5 concentration.

The PM2.5 concentration is calculated by,

\[
\text{PM2.5 concentration} = \frac{(\text{Vout} – \text{Voc})}{\text{K}} \times 100
\]
Ambient air quality is a result of a set of complex processes occurring together throughout the day. The dataset used in this study were obtained from the air quality monitoring device developed and placed in Colombo for monitoring. The raw data obtained were normalized into hourly mean values as it was assumed sufficient to capture temporal changes in air quality and split into two as 75% training data and 25% for testing and model validation. The prediction model takes 8 input parameters in order to predict the air quality index value for a particular hour.

### Table 1

Table 1 shows the sample data after one hot encoding for day_of_week parameter.

Next the data set was divided into 2 sets as original dataset and expanded dataset.

- Original data set: Contains only one half of the total data set
- Expanded data set: Contains the entire data set

Each dataset was then divided into 75% training and 25% testing data, building initial models on the “original” data set, and then on “expanded” data set to improve the initial model. The 75% training data was used to train the prediction model and was tested by making predictions on the 25% testing data. The training process generated several trees based on the dataset.

### Machine learning model selection

The process of selecting a machine learning model, based upon factors such as performance, complexity, maintainability and available resources is referred to as “Model Selection”. The main techniques of model selection are probabilistic and resampling methods. Using the probabilistic approach several basic machine learning models were adopted such as decision trees and random forest where random forest provided the best accuracy during the initial basic implementation. Therefore, “random forest” model was selected as the most suitable base model for implementation.

### Prediction model implementation

Random forest is an ensemble learning technique used for both classification and regression tasks, that incorporates the construction of multiple decision trees either predicting the class in classification or the value in regression of individual trees. It is known to have a high prediction accuracy among all machine learning techniques.

Initially data cleaning was done in order to remove features that have less than 50% values followed by removal of rows that contain null values in order improve training and prediction accuracy. One hot encoding was applied to categorical variable “Day_of_Week” in order to use it in the machine learning model.
Figure 5 shows the variable importance of the features that are used to build the prediction model. “Day” variable has the highest importance (25%) followed by “PM2.5Conc” (17%) and “Month” (14%) variables which have the greatest impact on the predicted PM2.5AQI value.

IV. RESULTS

A. Air quality device testing and Results

The air quality monitoring device must be tested for accuracy of its readings after the calibration process to verify functionality and reliability of the system before deploying it to the actual monitoring site to gather air quality information. Testing for accuracy was carried out with “The Mobile Ambient Air Quality Monitoring Lab” (MAAQML) of the National Building Research Organization of Sri Lanka. The device was placed at the same location with the MAAQML, and random readings were taken throughout the day at the same time against MAAQML. The two readings from the device and the MAAQML were compared against to obtain an average percentage accuracy value.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Sensor</th>
<th>No. of readings</th>
<th>Mean % accuracy</th>
<th>Mean % error</th>
</tr>
</thead>
<tbody>
<tr>
<td>O₃</td>
<td>MQ-131</td>
<td>770</td>
<td>90.54</td>
<td>9.46</td>
</tr>
<tr>
<td>CO</td>
<td>MQ-7</td>
<td>760</td>
<td>91.89</td>
<td>8.11</td>
</tr>
<tr>
<td>PM2.5</td>
<td>Sharp GP2Y1010AU0F</td>
<td>810</td>
<td>89.77</td>
<td>10.23</td>
</tr>
<tr>
<td>Temperature</td>
<td>DHT-11</td>
<td>800</td>
<td>91.55</td>
<td>8.45</td>
</tr>
<tr>
<td>Relative Humidity</td>
<td>DHT-11</td>
<td>800</td>
<td>89.59</td>
<td>10.41</td>
</tr>
</tbody>
</table>

Table: 2

Table 2 shows the results of sensor accuracy validation for the air quality monitoring device for each sensor. It is seen that the overall device accuracy is ~91% which is a significant improvement over current non-calibrated devices which rates approx. 80-85% accuracy.

Figure 7 shows the graph of carbon monoxide gas concentration measured by the air quality device and the actual recorded carbon monoxide concentration by the MAAQML, based on 760 random readings taken throughout the day which exhibits a mean percentage accuracy of 91.89%.

Figure 8 shows the graph of temperature measured by the air quality monitoring device and the actual recorded temperature by the MAAQML, based on 810 random readings taken throughout the day which exhibits a mean percentage accuracy of 89.77%.

Figure 9 shows the graph of relative humidity measured by the air quality device and the actual recorded relative humidity by the MAAQML, based on 800 random readings taken throughout the day which exhibits a mean percentage accuracy of 91.55%.
Figure 10 shows the graph of PM2.5 concentration measured by the air quality monitoring device and the actual recorded PM2.5 values by the MAAQML, based on 800 random readings taken throughout the day which exhibits a mean percentage accuracy of 89.59%.

**A. Prediction model testing and Results**

The data set used as input for each of the prediction models were split as training and testing datasets at random locations to a percentage of 75% training data and 25% testing data so that the trained model can be run against the test data to compute how well the model performs and to avoid errors such as over-fitting.

The prediction models which were trained using the training dataset were used to make predictions on the test data set where the absolute error for each reading was computed thereby obtaining the mean absolute error and mean absolute percentage error to calculate the accuracy of the trained model.

Model runtime, which is the time taken by the processor to execute the machine code and a measure of performance of the prediction model was calculated by running 10 iterations of training and testing cycles and obtaining the average for each prediction model.

**Model Error Comparison**

- Original: 6.093
- Expanded_all_features: 3.827
- Expanded_reduced_features: 4.159

**Model Accuracy Comparison**

- Original: 88.658%
- Expanded_all_features: 92.533%
- Expanded_reduced_features: 91.808%

**Model Runtime Comparison**

- Original: 5.577s
- Expanded_all_features: 12.382s
- Expanded_reduced_features: 7.789s

Figure 12 shows the model error comparison where the model “original” has the highest error rate (6.093) and the model “Expanded_all_features” have the least error rate (3.827).

Figure 13 shows the prediction model accuracy comparison where the “Expanded_all_features” model have the best accuracy (92.533%) and the “original” model having the lowest accuracy (88.658%).

Figure 14 shows the comparison of runtime performance of the 3 prediction models where the “original” model has the best runtime (5.557s) while the “expanded_all_features” model have the lowest runtime (12.382s). However, the model “expanded_reduced_features” (7.789s) have a better runtime and performance than “expanded_all_features” model while having a better accuracy of 91.808% than the “original” prediction model.
V. CONCLUSION
This study focuses on the development and implementation of a portable and low-cost device to measure and capture ambient air quality determining parameters, PM2.5, Ozone, Carbon Monoxide concentration, temperature and relative humidity using arduino uno as the main controller. Testing and validation carried out for the device provided with an overall accuracy of ~ 91%. The overall average accuracy of similar IoT systems range from 80%-85%. The developed air quality system shows an improvement in accuracy by approximately 6%-11% which shows that the calibration procedures followed during the study has had a positive impact. It has proven that electro-chemical, metal-oxide sensors can be used to capture air quality parameters and the possibility of participatory air quality monitoring systems. In conclusion, it is evident that calibration techniques can be used to improve accuracy and overcome the accuracy issue of low-cost air quality sensors and similar monitoring devices.

The study also focuses on the development of a prediction model to predict PM2.5 Air Quality Index value for a particular hour based on several input parameters. Most air quality prediction models use linear regression techniques to predict air quality parameters which may face difficulties to capture nonlinear relationship in data. Similar air quality prediction models using gradient boosting regression has shown an accuracy of 88.6% and multilayered perceptron model an accuracy of 91.6%. Prediction model implemented in this study using random forest as the base model could predict the AQI value for a particular hour with an accuracy of 92.53% which is an improvement of 0.93% over multilayered perceptron. For an accuracy tradeoff of 0.72%, the model performance can be improved by 37.1%. This improvement is seen due to the noise reduction caused by feature reduction and parameter tuning.

This study has demonstrated the potential of developing low cost, portable and accurate air quality monitoring devices for monitoring air quality efficiently in real-time. During this study it has been evident that the non-linear ensemble technique implemented performs better, showing that it supports the theory that non-linear regression techniques are better in predicting air quality parameters. It also shows that Bayesian approach can be used to successfully implement an accurate air quality prediction model. It has also demonstrated that the ensemble machine learning technique used performs with a higher accuracy and efficiency than traditional gradient boosting and regression machine learning techniques in the prediction of Air Quality Index.

APPENDIX

- MAAQML – Mobile ambient air quality monitoring lab
- PM 2.5 – Fine Particulate matter (Below 2.5 micron)
- PM 10 – Particulate matter (Below 10 micron)
- AQI – Air Quality Index
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