Abstract- The removal of unwanted vibrations in a video sequence induced by camera motion is an essential part of video acquisition in industrial, military and consumer applications. In this paper, we present a new image processing method to remove such vibrations and reconstruct a video sequence void of sudden camera movements. This approach to separating unwanted vibrations from intentional camera motion is based on a block matching motion estimation framework. The estimated parameters of interframe camera motion are the noisy observations of the intentional camera motion parameters. Video stabilization algorithm consists of a motion estimation (ME) block and a motion correction (MC) block. ME estimates the motion between frames and can be divided as a local motion estimator and a global motion decision unit. Basically the local motion estimator will return the estimated dense optical flow information between successive frames using typical block-based methods. The global motion decision unit will then determine an appropriate global transformation that best characterizes the motion described by the given optical flow information. Finally MC warps the current frame using the filtered global transformation information and generates the stabilized video sequence.

Index Terms- Video stabilization, motion estimation, motion compensation, motion vector.

I. INTRODUCTION

Video footage from hand-held camcorders is typically jerky due to small, unwanted camera movements. Removal of those undesired movements requires video stabilization techniques. As its name suggests, video stabilization is the process of generating a compensated video sequence where image motion by the camera’s undesirable shake or jiggle is removed. Digital image processing techniques are often used to perform such a task and are favorable over mechanical or optical video stabilization approaches since modern VLSI techniques will allow a more compact camera design.

The implementation of the algorithm has to be cheap in the context of used memory and CPU power. The image stabilization method, Digital Image Stabilization (DIS) meets these demands, as it uses the image stream for stabilization and therefore does not need any additional equipment. This report describes one method of DIS, called block matching motion estimation, which uses matching the blocks with in the frames to estimate the motion.

II. VIDEO STABILIZATION ALGORITHM STRUCTURE

![Figure 1](image)

As in any video stabilization algorithm, the crucial component of this algorithm lies on motion estimation. Since in real world, camera motion often involves some type of global transformation, it is particularly important to get an accurate estimate of the global motion when performing motion estimation. To account for various types of motions such as rotation, zoom and so on, applying parametric motion models is highly preferred over pure block-based motion methods. On the other hand, to better illustrate the algorithm, it is, however, always advantageous to start with the simplest scenario, which in our case is the translational camera motion which we shall describe in next section.

III. MOTION ESTIMATION MODULE

The block matching motion estimation algorithm is based on the following assumptions that: each frame in the given image sequence is distinct, and the image instability is the result of translation, rotation, skewing and scaling between frames. Through analyzing image frames, the motion vectors (including amounts of translation, rotation and scaling), which are the basis of compensation processing, can be calculated. Motion estimation between Frames is usually based on a rigid motion model as follows:

\[
\begin{bmatrix}
    x_{\text{new}} \\
    y_{\text{new}}
\end{bmatrix} =
\begin{bmatrix}
    \sigma_x & 0 & \cos \theta \\
    0 & \sigma_y & \sin \theta
\end{bmatrix}
\begin{bmatrix}
    x_{\text{old}} \\
    y_{\text{old}}
\end{bmatrix}
+ \begin{bmatrix}
    \Delta x \\
    \Delta y
\end{bmatrix}
\]

The above given model is explained in the following text. In the formula, \(x_{\text{new}}, y_{\text{old}}\) are horizontal coordinates of corresponding pixels in input frame and reference frame; \(y_{\text{new}}, y_{\text{old}}\) are vertical coordinates of corresponding pixels in input frame and reference frame; \(\Delta x, \Delta y\) are translation amounts between two frames; \(\theta\) and \(\alpha\) are the rotation and deformation angles between two frames respectively. The two factors \(\sigma_x, \sigma_y\) are the scaling factors.
Above equation can be rewritten as follows:

\[
\begin{bmatrix}
X'_{new} \\
Y'_{new}
\end{bmatrix} = A \begin{bmatrix}
X'_{old} \\
Y'_{old}
\end{bmatrix} + \begin{bmatrix}
\Delta X \\
\Delta Y
\end{bmatrix}
\]

where, A is a sequence of rotation, scaling and angular deformation. And it can be decomposed in the form:

\[
A = A_5 A_4 A_3
\]

\[
= \begin{bmatrix}
\sigma_x & 0 & \cos \alpha & \sin \alpha \\
0 & \sigma_y & \sin \alpha & \cos \alpha
\end{bmatrix} \begin{bmatrix}
\cos \theta & -\sin \theta \\
\sin \theta & \cos \theta
\end{bmatrix}
\]

Matrix A is a 4x4 matrix. So, it is in the form:

\[
A = \begin{bmatrix}
a_{11} & a_{12} \\
a_{21} & a_{22}
\end{bmatrix}
\]

Hence,

\[
\begin{bmatrix}
a_{11} & a_{12} \\
a_{21} & a_{22}
\end{bmatrix} = \begin{bmatrix}
\sigma_x & 0 & \cos \alpha & \sin \alpha \\
0 & \sigma_y & \sin \alpha & \cos \alpha
\end{bmatrix} \begin{bmatrix}
\cos \theta & -\sin \theta \\
\sin \theta & \cos \theta
\end{bmatrix}
\]

By solving above Equation

\[
\sigma_x = \sqrt{a_{11}^2 + a_{21}^2}
\]

\[
\sigma_y = \sqrt{a_{12}^2 + a_{22}^2}
\]

\[
(\alpha - \theta) = \arctan(2a_{12}/a_{11})
\]

\[
(\alpha + \theta) = \arctan(2a_{21}/a_{22})
\]

To find the values of \(\alpha\) and \(\theta\), we need to solve above equation simultaneously.

Now, we have six variables to estimate, these values are shown in Table 1.

<table>
<thead>
<tr>
<th>Motion Vector</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>(x')</td>
<td>The Scaling Factor in x axis</td>
</tr>
<tr>
<td>(\sigma)</td>
<td></td>
</tr>
<tr>
<td>(\theta)</td>
<td>Rotation angle</td>
</tr>
<tr>
<td>(\alpha)</td>
<td>Deformation angle</td>
</tr>
<tr>
<td>(\Delta x)</td>
<td>Translation in x axis</td>
</tr>
<tr>
<td>(\Delta y)</td>
<td>Translation in y axis</td>
</tr>
</tbody>
</table>
Which is of the form:

\[ p = Pa \]

standard pseudo inverse computation computes an optimal estimate of \( a \) such that:

\[ a = (P^TP)^{-1}P^T p \]

As we know already, pixels of an image occupy integer coordinates. We can note from above Equation that the destination pixels may lie between the integer coordinates. So, in order to create an image from these pixels, destination pixels are interpolated at the integer coordinates.

V. RESULTS

To test the efficiency of the video stabilization algorithm, simulated video sequences were generated as follows: take one real life video sequence which was intentionally unstable. This video sequence (e.g., Vasu.avi) was simulated using MATLAB 7.6 version. The images shown in fig 3 are unstable frames and the images in fig 4 are stabilized frames. Input and output videos are accommodated in CD-ROM. The following steps are implemented to achieve the stabilized video.

After completion of all the steps we will get stabilized video

![Figure 2: Steps Followed for video stabilization](image)

![Figure 3: Few Input (unstable) video frames](image)

![Figure 4: Few output (stable) video frames](image)
I. CONCLUSION

This report describes the video stabilization algorithm using a block-based motion model. In particularly shows how to apply this algorithm to translational and rotational camera motions. Experimental results have indicated good performance from this algorithm.
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