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Abstract In this Paper, the FMS loading problem is solved with 

the bi-criterion objective to minimize the system unbalance and 

maximizing the throughput by the use of artificial neural 

networkin the presence of available machine time and tool slots 

as constraints. The complexity of machine loading Problem in 

FMS is very high due to the different flexibility criteria such as 

part selection, operation allocation and various constraints 

involved such as availability of tool slot and time available on 

machines. This encourages various researchers to apply various 

heuristic techniquesto get optimal/ near optimal solution. 

Artificial Neural Network (ANN), inspired by the structure and 

functional aspects of biological neural networks which is an 

adaptive system changes its structure based on internal and 

external information flow during learning Phase.  In this current 

decade ANN has emerged as one of the important problem 

solving tool for complex engineering problems. Keeping this 

views present research adopted ANN to solve FMS loading 

problem. It gave optimal/near optimal results in less 

computational time. It has also been found simple and naive tool 

for solving loading problems of FMSs. 

 

I. INTRODUCTION 

flexible manufacturing system (FMS) consists of Numerical 

Controlled Machine tools, automated material handling 

system and other production assisted equipment. It is an 

integrated computer-controlled configuration with a supervisory 

computer named as host computer, which has a control over 

production in FMS. Pallets and fixtures are used to reduce the 

set-up times on machines to zero.  The objective of an FMS lies 

in having strategy between large volume of mass production and 

low volume job-shop production.  Therefore Medium volume 

and medium variety production are used in FMS.  The main 

purpose of the FMS is to achieve efficiency of a well-balanced 

transfer line while retaining the flexibility of the job shop 

(Stecke, 1983). There are two types of decision problems 

associated with FMSs: Design problems (machine selection, lay 

out decisions of robots, selection of AGVs and paths etc.) and 

Operational problems (selection of part types, determination of 

production ratio, allocation of resources and loading). The 

machine loading problem is one of the major operational 

problem where decision is to be made regarding part types i.e. 

which part types are selected from a pool of part types and 

assigned to be which machines in order to meet certain specified 

objectives while satisfying the system constraints. 

These objectives are: 

(1) Balancing the machine processing time. 

(2) Minimizing the number of movements. 

(3) Balancing the workloads per machine for a system of groups 

of pooled machines of equal 

sizes. 

(4) Unbalancing the load per machine for a system of groups of 

pooled machines of unequal sizes. 

(5) Filling the tool magazines as densely as possible. 

(6) Maximizing the sum of operation priorities. 

It has been found through various literatures(Stecke and Solberg 

1981, Shanker and Tzen (1985),Shanker and Srinivasulu 

1989,Mukhopadhyay et al. (1991 ,) that multiple objectives have 

been considered while solving the FMS Problem. 

    Numerous authors solved the loading problems with different 

solution methodology Mukhopadhyay et al. (1991) prioritized 

the loading of machine tools and parts in random FMSs through 

eigenvalue analysis. Mukhopadhyay and Tiwari (1995) solved 

the machine loading problem using the principle of conjoint 

measurement. Mukhopadhyay et al. (1991) prioritized the 

loading of machine tools and parts in random FMSs through 

eigenvalue analysis. The machine loading problem has been 

solved using different solution methodologies, which are given 

as follows: 

(1) Heuristic oriented (Stecke and Solberg 1981,Stecke 1983, 

Mukhopadhyay et al. 1992, Morino and Ding 1993, Chen and 

Chung 1996, Tiwari et al. 1997). 

(2) Simulation based (Jain et al. 1989, Sabuneuogloand 

Hommerzhein 1992, Basnet and Mize1993). 

(3) Multi-criterion decision making (Kumar et al. 

1990, Chen and Askin 1990, Kim and Yano 1997,Sawik 1998). 

(4) Mathematical programming (Stecke 1983, Laskariet al. 1987, 

Shanker and Srinivasulu 1989, Sawik 1990, Liang and Dutta 

1992, 1993,Guerrero et al. 1999). 

Shanker and Tzen (1985) solved the machine loading problem 

with their objectives include balancing workloads and meeting 

due date of part types. Ammons et al. (1985) solved with the bi-

criterion objective of  minimizing workstation and balancing 

workloads. Rajagopalan (1986) solved the machine loading 

problem with other problems inherently found in the planning 

stage, such as job selection and production ratio determination, 

with the aim of achieving better production schedules without 

too many iterations. Mukhopadhyay et al. (1992) and Tiwari et 

al. (1997) made an attempt to solve machine loading with an 

objective of minimizing system unbalance by maximizing 

throughput using heuristic approaches.  

    Although numerous researchers have solved this combinatorial 

problem of FMS with different perception of 

objective/objectives, but it has been observed that majority of the 

authors applied more than one heuristic to solve the same. 

Computer programming was also required by several authors to 

solve the same problem. In the present manufacturing scenario 

A 
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decisions are made in short time regarding part types (i.e. which 

part types are to be assigned on which machines and sequence of 

parts) in FMS.   Keeping these views in mind, an attempt has 

been made by authors to solve the same problem with the 

minimum of computational time. The other gap was also 

observed in various literatures about lack of predictive model for 

objectives of loading problem. 

    The objective of this paper is also to develop an ANN based 

predictive model for the solution of machine loading problem, 

which includes a dual objectives of minimizing system unbalance 

and maximizing the throughput in the presence of available 

machine time and tool slots as constraints. These objectives 

ultimately result into maximizing the machine utilization and 

system output. It is revealed by several researchers that SPT 

finds good initial solution for many sequencing problem. 

    In this article, initially SPT rule has been adopted to find the 

fixed part sequence. After that this fixed part sequence is 

perturbed to find 16 more number of sequences by selecting two 

numbers between 1 and number of jobs and interchanging these 

jobs. If tie comes then another new sequence is obtained by 

perturbation. These sixteen part sequences are used for training 

the neural network with back propagation algorithm. Further an 

ANN based predictive model has been developed to solve the 

machine loading problem of FMS. This model can predict the 

dual objectives for any given part sequence in very less span of 

time.  

II. DESCRIPTION OF THE PROBLEM 

    The machine-loading problem of an FMS has been analyzed in 

this paper with multiple machines associated with FMS. It is also 

to be mentioned that for a particular planning horizon part types 

comes at shop floor randomly. Out of two types of FMSs 

(random and dedicated FMS) random FMS has been considered 

in this problem which is capable to perform both optional and 

essential operations. Essential operations have zero machine 

flexibility; however optional operations have machines flexibility 

linearly varying with number of operations. It is customary to 

keep optional operations alive as long as possible in order to 

have more flexibility in the system.  It is quite clear from above 

discussion that optional operations of part types provide 

flexibility in FMS. However selection of part-type sequence 

among given part types adds further flexibility and complexity 

too in an FMS. The complexity of an FMS loading Problem may 

be illustrated with the following example: Consider five parts to 

be processed on three machines. One essential and two optional 

operations are to be processed on each part. Therefore, for this 

problem (5! x3x3x3x2x2x2= 25920) ways of part-operation 

machine allocation is possible. It is quite obvious that as the 

problem size increases this number will increase multiplicatively. 

The optimal/near optimal solution can be achieved in 

conventional fashion if each and every possible part-operation 

machine allocation is evaluated with fulfilling the constraints of 

availability of tool slots on machines. The problem considered in 

this research with the same as of Sarma et. al. 

 

 

Table 1. FMS Loading Problem 

 
 

Part 

number 

 

Batch 

size 

 

Operation 

number 

 

Machine 

number 

 

Unit processing 

time 

 

 
Slots 

 

Total processing 

time 
 

1 
 

10 
 

1 
 

4 
 

16 
 

1 
 

160 
  2 4, 2, 3 7, 7, 7 1, 1, 1 70 
2 13 1 1, 2, 3 25 1 325 
  2 1, 2 17 1 221 
  3 1 24 3 312 
3 14 1 4, 1 26, 26 2, 2 364 
  2 3 11 3 154 
4 7 1 3 24 1 168 
  2 4 19 1 133 
5 9 1 1, 4 25 1 225 
  2 4 25 1 225 
  3 2 22 1 198 
6 8 1 3 20 1 160 
7 9 1 2, 3 22, 22 2, 2 198 
  2 2 25 1 225 

(Problem of FMS loading as of Sarma et. al.) 

 

III. SOLUTION METHODOLOGY 

    As mentioned in earlier section 1 the initial feasible solution is 

obtained through SPT rule. The system unbalance may be 

obtained as ratio of total unutilized time to total available time on 

machine; however throughput is sum of batch sizes for all 

allocated part-types.  After perturbing this solution as mentioned 

in section 1, 14(Fourteen) more number of sequences are 

generated, because most of the authors(Esfahani  et al 2009, 

sangeeta yadav et al 2010) have considered minimum 12-18 

number of data to train successfully the network. These all 

fourteen sequences are used as input for Artificial Neural 

Network for training the network through back propagation Feed 

Forward technique. 

3.1 Artificial Neural Network  

Artificial neural network simulates the learning activities of the 

brain based on the operation of biological neural network. 
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(Sangeeta yadav et al. 2010). It is a nonlinear algorithm that is 

used to model the process parameters. This algorithm can be 

applied to find relationship between process parameters and 

outcome, when no analytical relationship exists between them.  It 

does aggregation of its input from other neurons or the external 

environment and generation of an output from the aggregated 

inputs. . Modern neural networks are non-linear statistical data 

modeling tools. They are usually used to model complex 

relationships between inputs and outputs or to find patterns in 

data. ANN is suitable for correlations that are hard to describe by 

physical model because of the ability to learn by example and to 

recognize patterns (Examine patterns from their background, and 

make decisions about the categories of the patterns) in a series of 

input and output values from examples and cases. 

3.2 Neural Network Structure 

The basic element of an artificial neural network is the 

processing neuron that is a computational model inspired in the 

Natural Neurons of the human brain. Natural Neurons receive 

signals through synapses located on the dendrites or membrane 

of the neuron. When the signals received are strong enough 

(surpass a certain threshold), the neuron is activated and emits a 

signal though axon (Neural Network for beginners, Gershenson, 

C.,2011). Input data is received by neuron and after the values 

passes through activation function to produce the output value. 

Information is received and stored at each neuron in an input 

layer of network and communicated after processing to the 

neurons in a next layer. 

3.3 Learning of ANN 

There are two main methods for learning the ANN. In the 

supervised learning input and output information is provided to 

adjust the weights in such a way that the network can produce the 

given outputs from the inputs. In unsupervised learning, the 

network is fed only input data to produce the output data.  

3.4 Feed Forward Back Propagation Neural Network (BPNN) 

Back propagation (BP) is the commonly used training method for 

FFNN model among the various kinds of ANNs especially in 

casting and manufacturing science problem. Three layers ( Input, 

output and Hidden) are present in feed forward network. BPNN 

works in a feed forward direction where information progresses 

from an input layer to an output layer in the learning phase. 

Hidden layer(s) is also available between input and output layer 

to overcome the problem of model. Input, hidden and output 

layers are orderly connected to configure the network (Figure 1). 

Trial and error procedure is used to determine the number of 

hidden layers and the number of neurons in each hidden layer for 

better convergence. The value of error is calculated for each unit, 

after compared the target output with output obtained through 

neural network at output layer. Initially the back propagation 

adjusts the weights of the network to decrease the error between 

the network output and target output for first set of input. 

Similarly the weights from second set onwards are adjusted with 

objective to keep mean square error (MSE) minimum.  

The error reduction phenomenon starts from output layer and 

propagates backward to reach at input layer via. hidden layer. 

The traingdm function with varying momentum and learning rate 

were considered.  

3.5Development of ANN model 

There are no fixed rules for designing and developing an ANN, 

however some issues that typically arise while developing ANN 

are briefly summarized as Selection of input and output 

variables, Data normalization, Selection of number of hidden 

layer and number of neurons in each hidden layer, Selection of 

learning rate and momentum factor. Input and output variables 

selection is aimed at determining which input variables are 

required for a model. The task is to determine a set of inputs 

which leads to an optimal model that produces desired outputs. 

Data is normalized between 0 and 1 to smooth the solution space 

and to avoid large numerical error in the computation. Number of 

hidden layer and number of neurons in each hidden layer, 

Selection of learning rate and momentum factor are decided on 

trial and error basis. A number of trails are to be run to get 

suitable values of these parameters to get optimal results. 

3.6 ANN for Present study 

The data of table 2 is used for training the network. Training is 

concerned with adjustment of weights among neurons. In the 

present study input data are job sequence, while the output data 

are system unbalance and throughput. In training Two hidden 

layers with 9 neurons each considered in this Back propagation 

algorithm. Hyperbolic tangent sigmoid (tansig) transfer function 

is used in hidden layer, however linear transfer function (purelin) 

is used at the output layer.   The momentum and learning rate are 

0.8 and 0.35 respectively. The mean squared error was set as 

0.0001. Number of iterations set to be 35000.Training ended 

once the Mean squared error (MSE) was reduced to 0.0001 or the 

number of iterations reached to 35000. 

 

 
 

Fig.1 ANN Architecture for Present Study. 

 

 

 

  

http://en.wikipedia.org/wiki/Non-linear
http://en.wikipedia.org/wiki/Statistical
http://en.wikipedia.org/wiki/Data_modeling
http://en.wikipedia.org/wiki/Data_modeling
http://en.wikipedia.org/wiki/Pattern_recognition
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IV. RESULTS OBTAINED THROUGH ANN 

    The part types are assigned on various machines through SPT 

procedure for the FMS loading problem given in Table 2.This 

sequence obtained  [6,1,4,7,3,5,2] with system unbalance of 158 

and throughput of 43. Further this sequence is perturbed through 

method given in section. The fourteen (14) numbers of sequences 

and their output results are as in Table 2. It is to be mentioned 

that these sequences outputs (system unbalance and throughput) 

are evaluated with fulfilling all the constraints of the loading 

problem. Artificial Neural network exploits these sequences for 

training the network. On the basis of these trained data ANN 

developed an input-output relationship of its own. This input 

output relationship is able to predict the output values for given 

input sequence. Though number of arbitrary sequences can be 

put as input of this predictive model, only fewer numbers of 

sequences is explored once it has been seen the change in 

sequence offers no better results. 

 

Table 2 (Various Part type Sequences obtained for Training the Network) 

 

Part type sequence System unbalance Through Put 

2,1,4,7,3,5,6  108 39 

6,2,4,7,3,5,1  178 37 

6,1,2,7,3,5,4  299 40 

6,1,4,2,3,5,7  371 38 

6,1,4,7,2,5,3  158 43 

5,1,4,7,3,6,2  158 43 

6,5,4,7,3,1,2  158 43 

5,1,4,7,3,6,2  158 43 

5,1,4,2,3,7,6  233 40 

6,1,4,5,2,7,3  158 43 

7,1,4,5,3,6,2  158 43 

2,1,4,5,6,7,3  371 38 

7,1,4,5,3,2,6  158 43 

6,1,4,2,3,7,5 371 38 

 

 

After training of these sequences through Artificial Neural 

Network, newer set of sequences are generated randomly to 

explore for getting optimal/ near optimal solution.  These 

following given sequences provide reasonably good results over 

other sequences (which are not being reported). 

 

6,1,4,5,3,7,2  62 49 

6,2,4,5,3,7,1  83 42 

2,1,4,5,3,7,6  18 46 

 

 

The sequences which produce best results in terms of minimum 

system balance and maximum throughput are 2,1,4,5,3,7,6 with 

through put. The value of these objective functions is 18 and 46. 

The Artificial neural network has been trained with help of 

Programming in MATLAB. 

V. CONCLUSION 

    The loading problem of FMS environment has been solved 

with the help of Artificial Neural Network.  Previous authors also 

solved the FMS loading problem with other heuristic techniques 

like tabu search, Simulated Annealing and Genetic algorithm. 

The substantial effort was required to solve the problem with the 

se computer programming based techniques. On the other hand 

Artificial Neural Network is naive tool to solve this problem. 

This method also gives second benefit of obtaining a predictive 

model which was lacking in previous techniques. The bi-criterion 

objectives of minimum system unbalance and maximizing the 

throughput are predicted for any part type sequences. These 

benefits may especially be exploited in Dynamic FMS 

environment where some times few part types are required to be 

manufactured in priority. The results of part type sequences can 

also be predicted with ease of placing their values in Artificial 

Neural Network based Model. 
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